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Abstract: This thesis defines Just-In-Time Information Retrieval agents (JITIRs): a class of soft-
ware agents that proactively present potentially valuable information based on a person's local
context in an easily accessible yet non-intrusive manner. The research described experimentally
demonstratesthatsuchsystemsencouragetheviewing anduseof informationthatwouldnototh-
erwise be viewed, by reducing the cognitive effort required to find, evaluate and access informa-
tion. Experiments and analysis of long-term use provide a deeper understanding of the different
waysJITIRscanbevaluable:by providing usefulor supportinginformationthatis relevantto the
currenttask,by contextualizingthecurrenttaskin abroaderframework,by providing information
that is not useful in the current task but leads to the discovery of other information that is useful,
and by providing information that is not useful for the current task but is valuable for other rea-
sons. Finally, this research documents heuristics and techniques for the design of JITIRs. These
techniques are based on theory and are demonstrated by the field-testing of three complete sys-
tems: the Remembrance Agent, Margin Notes, and Jimminy. Specifically, these heuristics are
designed to make information accessible with low effort, and yet ignorable should the user wish
to concentrate entirely on his primary task.
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CHAPTER 1 Introduction

So,to a writer happilyengagedonhisworkandexcited
by it, there may come a curious extension of his ordi-
nary faculties; he will find portions of knowledge float-
ing back into his brain, available for use, which he had
supposed to be thrown away long ago on the rubbish-
heap outside the back door of his mind; relevant pas-
sages will quote themselves to his mind from books he
scarcelyremembers to haveever read;andhesuddenly
seesgermaneconnectionswherein hisordinarystateof
mind he would see nothing.
– C.E. Montague,A Writer’s Notes On His Trade

1.1 What is a Just-
In-T imeInf ormation
Retrieval Agent?

This thesis introduces Just-In-Time Information Retrieval (JITIR) agents: software
that proactively retrieves and presents information based on a person’s local context
in an accessible yet non-intrusive manner. JITIRs (pronounced “jitter”) continuously
watchaperson’senvironmentandpresentinformationthatmaybeusefulwithoutany
explicit actionrequiredonthepartof theuser. TheenvironmentthataJITIR monitors
is usually computational: email, a web page a person is reading, or a document he is
writing. However, it can also be a person's physical environment as sensed by cam-
eras, microphones, Global Positioning Systems (GPS) or other sensors. The informa-
tion aJITIR provides can come from any number of pre-indexed databases of
documents,e.g.emailarchives,notesfiles,or documentsfrom commercialdatabases
such as theINSPECcollection of technical paper abstracts.

The threenecessaryfeaturesof a JITIR areproactivity, the presentationof informa-
tion in anaccessibleyet non-intrusive manner, andawarenessof theuser’s local con-
text. JITIRs are similar to searchengines,alarmsand personalizednews software,
although they differ from each. The similarities and differences are discussed below.

Proactive: SearchenginesandstructuredknowledgebasessuchasYahoo!areinher-
ently interactive: aninformationseeker hassomequeryin mind anddirectly interacts
with thesystemto obtainthedesiredinformation.JITIRs,on theotherhand,arepro-
active. The userneednot have a queryin mind, or even know that informationrele-
vant to his situationexists. This proactivity has ramificationsfor the information-
retrieval techniquesthatcanbeused,becausethe“query” usedto find usefulinforma-
tion is limited to whatcanbesensedin theenvironment.Also, the interfacemustbe
carefully designedso that unrequestedinformation doesnot becomea distraction
from the user’s primary task.

Non-intrusive, yet Accessible:Whena cell phonerings it providesthe information
thata personis calling,andmayalsoindicatetheidentity of thecallerby thetoneof
thering. A ringing telephoneintrudeson one’s life: it distractsfrom whatever taskis
currentlybeingperformedandcannoteasilybeignored.If thecell phoneis turnedoff
thenthecaller is often forwardedto voicemail.A silentcell phoneis extremelynon-
intrusive,but without theringerit is necessaryto call thevoicemailservicedirectly to
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determinewhetheranyonehascalled.Theinformationaboutwhocalled(if anyone)is
lessaccessiblethanwhenit wasindicatedby thering. JITIRsaredesignedto operate
in between these two extremes.

Alarm systemsin thedesktopenvironmentaresimilar. For example,theICal calendar
programfor Linux makesa soundandpopsup a modaldialoguebox a few minutes
beforean event.The interfaceis designedto ensurethat the userseesandacknowl-
edgesthewarning.The informationis very accessible,but by designit is difficult to
ignoreanalert.JITIRswill presentinformationin sucha way that it canbe ignored,
but is still easyto accessthe informationshouldit be desirable.Ratherthanpresup-
posewhetheror not a particularpieceof informationis importantor urgent,JITIRs
allow theuserto decidewhetherto view or ignoreit dependingonhiscurrenttaskand
level of cognitive load.

Locally Contextual: Notification systemssuchas newspaperclipping servicesand
alertsareproactive,but theinformationthey presentis basedon eventsoutsideof the
user’s local context. For example,an alert might trigger whenever a new pieceof
email arrives,a stockprice goesbelow a certainthreshold,or news that fits a user’s
personalprofilehits thenewswire. Thenotificationsaredesignedto pull apersonout
of his currentcontext (task) and provide information abouta different context that
might requirehis attention.Theurgency of a notificationcanrangefrom theimmedi-
acy of afire alarmto anewsbriefingthatis announced,but intendedto bereadwhen-
ever convenient.

Notificationsystemspresentinformationfrom a rapidly changingsource(e.g.current
stockprices),basedon relevanceto a staticor slowly changinguserprofile. JITIRs
arethereverse:they provide informationfrom asourcethatmayor maynotbechang-
ing (e.g.emailarchives)basedonrelevanceto auser’s rapidlychanginglocalcontext.
Informally, local context is the user’s spatially local environment,including his cur-
renttask.A moreformaldefinitionof localcontext is givenin Chapter3.2.4.Informa-
tion providedby a JITIR is not meantto pull a personout of his currentcontext, but
rather to add additional information that might be usefulwithin that context.

In summary, JITIRsaresimilar to searchengines,alarmsandnotificationsystems,but
noneof thesesystemshave all threefeaturesnecessaryfor JITIRs:proactivity, a non-
intrusive yet accessible interface, and attention to local context.

NotethatautomatichelpsystemssuchastheMicrosoft Office Assistant(alsoknown
as“that infernalpaperclip”)fit thedefinitionof a JITIR. However, thesehelpsystems
are domain specific; they only provide information from a specializedor hand-
designedhelp database,using information-retrieval techniquesthat are specificfor
that particularhelp domain.The purposeof this researchis to discover designtech-
niquesthatcanbeappliedbroadly. To this end,the techniquesusedaredesignedfor
generalityandextensibility. However, thegeneralityof asystemis a trade-off. Clearly
no systemcansupportevery possibledomainandenvironment,andusuallythecare-
ful use of domain-specificinformation can improve performance.For example,a
JITIR designedto help someoneread email might be able to follow discussion
threads,understandmailing lists andhow they relateto topics,andknow whenmulti-
ple usernamesmapto the sameperson.Sucha JITIR would be bettersuitedfor the
emaildomainthanwould a general-purposesystem.Suchtechniqueswould alsonot
be transportable to other domains.
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Note alsothat the word “agent” hasmany definitions.JITIRs aresoftware agentsin
thatthey arelong-lived,watchanenvironmentandcantakeactionbasedon thatenvi-
ronmentwithoutdirectuserintervention.They shouldnotbeconfusedwith embodied
conversationalagentsor syntheticcharacters, which aregraphicalinteractive charac-
ters that presenta personalityand interactwith a userin an animisticway (Cassell
1999). They should also not be confusedwith distributed agent architectures or
agent-orientedprogrammingmodels(Martin 1999), which arebotharchitecturesfor
software design rather than a class of applications.

1.2 ContributionsThis researchmakesfour maincontributions.First, it definesJITIRs:a classof soft-
wareagentsthatproactively presentpotentiallyvaluableinformationbasedon a per-
son's local context in an easily accessibleyet non-intrusive manner. Second,it
experimentallydemonstratesthat such systemsencouragethe viewing and use of
information that would not otherwisebe viewed, by reducingthe cognitive effort
requiredto find, evaluateand accessinformation. Third, throughexperimentsand
analysisof long-termuseit provides a deeperunderstandingof the different ways
JITIRscanbevaluable:by providing usefulor supportinginformationthatis relevant
to the currenttask,by contextualizing the currenttask in a broaderframework, by
providing informationthat is not usefulin thecurrenttaskbut leadsto thediscovery
of otherinformationthatis useful,andby providing informationthatis not usefulfor
thecurrenttaskbut is valuablefor otherreasons.Fourth,this researchdocumentsheu-
risticsandtechniquesfor thedesignof JITIRs,basedon theoryanddemonstratedby
the field-testingof completesystems.Specifically, theseheuristicsare designedto
make informationaccessiblewith low effort, andyet able to be ignoredshouldthe
user wish to concentrate entirely on his primary task.

Thissectionbothoutlinesthecontributionsof this researchandactsasasummaryfor
the chapters that follow. It is followed by a road map for the rest of the document.

1.2.1 Thesis QuestionsThe three main questions addressed in this dissertation are:

• How does the use of a JITIR affect the way people seek out and use information?

• How can a JITIR automatically find information that would be useful to a person
by sensing that person's current local context?

• How should a JITIR present potentially useful information?

This work is interdisciplinary, so the answersto thesequestionsrelate to several
fields.Thefirst questionrelatesto behavioral psychologyandcognitive ethnography.
The goal is to determineboth quantitative effects,e.g.an increasein the amountof
informationviewed whenusinga JITIR, andqualitative effects,e.g.a writer using
direct quotesinsteadof paraphrasing.The secondquestiondraws from the fields of
information retrieval (IR) and machineperception.Ratherthan invent yet another
information retrieval algorithm, the implementationsdescribedin this thesisusea
generalandextensibleIR framework which recognizesauser’s localcontext anduses
plug-in functionsthatexecutedifferentIR algorithmsbasedon thatcontext. Thethird
questionis oneof interfacedesignandhumanfactors,andalsorelatesto theoriesof
cognitive overloadandfocusof attention.The threeimplementationspresentedhave
differentinterfaces,but thedesignheuristicsandtechniquesdescribedarecommonto
all three and apply broadly to other designs as well.

(Cassell 1999)
Cassell, J. et al (eds)Embodied
Conversational Agents, MIT
Press, 1999

(Martin 1999)
Martin, D. etal, TheOpenAgent
Architecture: A framework for
building distributed software sys-
tems.Applied AI, 13(1-2), 1999,
pp. 91-128
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1.2.2 Overview of
Implemented Systems

This researchis application-based,andmany of the findingscomedirectly from the
implementationanduseof working systems.ThreeJITIRs have beenimplemented
and deployed. The first and oldest is the RemembranceAgent (RA), a JITIR that
operateswithin the Emacstext editor. BecauseEmacsis usedfor a wide variety of
tasksincluding email, net news andword processing,this versionis designedto be
especiallyadaptive to the user’s currenttaskenvironment.The secondimplementa-
tion is Margin Notes,a web-basedagentthat automaticallyannotatesweb pagesas
they arebeingloadedinto abrowser. Margin Notesdemonstratesadifferenttaskenvi-
ronmentanddifferentinterfacedesigntechniquesthanthosedemonstratedby theRA.
Thethird systemis Jimminy (asin thecricket),alsocalledtheWearableRA. Jimminy
presentsinformation via a head-mounteddisplay attachedto a wearablecomputer.
Theinformationprovidedis basedon thewearer’sphysicalenvironment:whereheis,
who he is talking to, the time of day, etc.Thesystemdemonstrateshow a JITIR can
be applied “off the desktop.”

All threesystemsusethe sameinformationretrieval backend,calledSavant,which
wasdesignedespeciallyfor this research.Savantconsistsof botha documentindexer
and a retrieval engine.The indexer usesa templatestructureto index documents
basedonfile type.For example,it canidentify amail archivefile andindex individual
emaildocumentsbasedon thefrom field, subjectline, dateandbodyof themessage.
The retrieval enginereceives text from the user’s environment(email beingreador
written,webpagebeingread,etc.)andreturnsa list of documentsthataremostlikely
to be usefulgiven that environment.The front endsfor the RA, Margin Notesand
Jimminy further processthis informationanddeterminehow it shouldbe displayed.
Savant supportswhat is called data fusion: it can parseinformation from multiple
datatypesincludingGPS,timestampsandraw text, andcombinetheretrieval results
of multiple algorithmsthat usea combinationof thesefields. Savant can be easily
extended to include more types of fields and similarity metrics.

1.2.3 Theory The theory presented in this thesis focuses on the three thesis questions listed above.

(Engelbart 1962)
Engelbart, D.,Augmenting
Human Intellect: a conceptual
framework. AFOSR-3233, 1962

(Newell 1989)
Newell, A. et al. Symbolic Archi-
tectures for Cognition, inFoun-
dations of Cognitive Science,
Posner, M. (ed),1989,pp.93-131

The question“how doesthe useof a JITIR affect the way peopleseekout anduse
information?” is bestunderstoodin termsof intelligenceaugmentation(Engelbart
1962); the extensionof a person’s mentalability beyond naturallevels. Intelligence
canbeviewed in two ways.Classicalcognitive scienceviews intelligenceasa prop-
ertyof anindividual (Newell 1989). Within this framework, questionsrevolvearound
how a tool canaid completionof a predefinedtask.An alternative view is thatintelli-
genceis thepropertyof asystemthatincludesanindividual,herculture,andphysical
andcognitive tools availableto her (Hutchins 1995). With the latter view the focus
shiftsto how a tool, asa partof a largersystemicintelligence,affectsthebehavior of
that systemand the individual. In particular, it encouragesthinking abouttools not
only in termsof how they affect a given task,but in termsof how they changewhat
tasksareperformedandhow often.Both perspectivesareusefulfor certainkindsof
research.Becausethe thesisquestionbeingexaminedis aboutuseof JITIRs in real
settings,andbecausepracticalexperiencehasshown thattheenvironmenthasa large
effect on how JITIRsareused,theview of intelligenceasa propertyof anentiresys-
tem will be dominant in this research.

(Payne 1993)
Payne, J. et al.The Adaptive
Decision Maker,  1993

An economicmodelof humanbehavior predictsthat a personwill act to maximize
herbenefitwhile minimizing costs.Onesuchmodelis theeffort-accuracy contingent
decisionframework proposedby Payne,BettmanandJohnson(Payne 1993), which
predictsthatapersonwill choosethedecision-makingstrategy thatachievestheaccu-
racy neededfor thetaskathandwhile minimizing thecognitiveeffort required.In this
framework, asearchfor informationwill notbeperformedif it is toomucheffort or if

(Hutchins 1995)
Hutchins, E.Cognition in the
Wild,  1995
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a sufficient increasein accuracy is not expected.Becauseusingthe informationpro-
vided by a JITIR is low effort, it is expectedthat a JITIR will be usedin situations
where a search engine would not.

(Hart 1997)
Hart, P. and J. Graham. Query-
free Information Retrieval. IEEE
Expert / Intelligent Systems &
Their Applications, 12(5), 1997

Thequestion“how canaJITIR automaticallyfind informationthatwouldbeusefulto
apersonby sensingthatperson'senvironment?”is bestinformedby thefield of Infor-
mationRetrieval (IR). InformationRetrieval, andparticularly the subfieldknown as
DocumentRetrieval or Text Retrieval, is concernedwith developing technologyto
find documentsfrom a corpusthat are relevant to a given query. A JITIR can be
thoughtof asaninformationretrieval enginewherethe“query” is automaticallygen-
eratedbasedonaperson’s local context. Onepossibleway to generatesuchqueriesis
to usedomain-specifictechniques.For example,the FIXIT system(Hart 1997) is a
JITIR that is built into an expert systemthat helpscopier-repair technicians.FIXIT
looks at the technician’s local context (in this casethe symptomsthat have been
loggedin theexpertsystem)anddisplayspagesfrom therepairmanualthatmight be
helpful basedon thehierarchicalstructureof the index for theparticularrepairman-
ualused.Whensuchdomain-specificcriteriaarenotavailable(i.e.whenthedatabase
or environmentdo not have a structurewhich is known in advance)thengeneraltext
andinformation-retrieval techniquescanbe usedto find documentsthat arein some
way similar to thecurrentenvironment,in thehopesthatthis similarity is a goodpre-
dictor of usefulness.

Informationretrieval techniqueswereprimarily designedfor the retrieval of library
documents,andmorerecentlyweb pages.The requirementsfor query-freeretrieval
aresimilar to thosein the library domain,but differ in a few importantways.First,
searchenginesoftenhave an implicit prior of whatkind of datais useful.A prior is
domainknowledgethatcanbeusedto predictthatsomepiecesof informationwill be
moreuseful thanothers.For example,if a personsearchesthe INSPECdatabaseof
journalabstracts,this searchgivesa goodhint thathewantsa journalreference.With
a JITIR thereis no explicit choiceof database,andthereforefewer priors areavail-
able.Anotherdifferenceis thatwebsearchestendto beshort,leadingIR researchers
to usetechniquesto expandqueriesbeyond the few words given. JITIRs have the
reverseproblem:theentireenvironmentis potentiallya query, but only somepartsof
that environmentwill leadto useful information.Finally, traditional IR systemsare
evaluatedbasedon how relevant the resultsare to a given query. Becausea JITIR
queryis automaticallygenerated,theresultingdocumentsmustbeevaluatedbasedon
themoredifficult criteriaof utility. While relevanceis still ausefulmetricto examine,
thesuccessof aJITIR mustin theendbeevaluatedbasedon its usefulnessto apartic-
ular user in a particular environment.

(Wickens 1992)
Wickens,C. D., EngineeringPsy-
chology and Human Perfor-
mance, 1992, pp. 375-382

(Allport 1989)
Allport, A., Visual Attention, in
Foundations of Cognitive Sci-
ence, Michael Posner (ed.), 1989

Thethird question“how shoulda JITIR presentpotentiallyusefulinformation?”falls
in the domainof interfacedesign.The interfacefor a JITIR mustbe designedso it
doesnot distractfrom a person’s primary task.It mustbenon-intrusive. However, it
cannotbesonon-intrusive asto never benoticed.It mustalsobeaccessible; it must
beeasyto switchbetweentheprimary taskandthe informationbeingprovided.The
first criterionrequiresthattheJITIR doesnotdistractfrom auser’sprimarytaskwhen
concentrationis necessary. Theoriesof focus-of-attentionindicatethat it is easierto
ignoredistractingelementsin theenvironmentwhenthey aredifferentfrom thetarget
stimuli (Wickens1992). For example,it is easierto drive while listeningto theradio
than while readinga map, becausedriving and the radio usedifferent modalities.
However, theoriesof dividedattentionindicatethatit is easierto switchbetweentasks
whenthetasksaremoresimilar (Allport 1993). In particular, it is easierto time-share
betweentasks or information sourcesthat share similar mental constructsand
schema.Thesetwo heuristicscombineto form the proximity compatibilityprinciple
(Wickens,p. 98): which whenappliedto JITIRs meansinformationprovided by a
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JITIR shouldbesimilar in displayandstructureto partsof theenvironmentto which
it is similar mentally, and dissimilar otherwise.For example, suggestionsfrom a
JITIR shouldbenearthethingsthey annotateor otherwisedescribe.This useof spa-
tial proximity makesit soonly asmallamountof effort is requiredto switchattention
away from theprimary taskandbackagain. Suggestionsshouldalsobedissimilarto
partsof theenvironmentto which they do not relate.For example,if a JITIR displays
informationrelatedto text written in the word processorit shouldnot have an inter-
facethat is similar in look andfeel to the web browser. Finally, suggestionsshould
alwaysbe separablefrom aspectsof the environmentthat requirea large amountof
focusedattention.For example,the interfacefor Jimminy usesthe visual modality
becauseit is designedprimarily for usein conversationsandlectures,wherethe task
requires a large amount of attention in the audio modality.

Threeassumptionscanbe madeaboutsuggestionsproducedby a JITIR. First, they
will never beusefulone-hundredpercentof the time. Evenwith perfectinformation
retrieval therearetimeswhena userdoesnot want more information,or is already
suffering from informationoverloadandcannotbedistractedfurther. Second,theuser
is in thebestpositionto determineif a particularsuggestionwill beuseful,assuming
sheis giveninformationaboutthecontentsof thesuggestion.Third, theactof deter-
mining whethera suggestionmight beusefulis in itself a distractionandcreatescog-
nitive load,andthisdistractionmustbeminimizedif thecostof falsepositivesis to be
minimized.Thesethreeassumptionsleadto theconclusionthatsuggestionsshouldbe
displayedwith a ramping interface: an interface that progressively displaysmore
informationabouta subjectwhenthe userwishesit, while still allowing the userto
bail out at any time without furtherdistraction.In a rampinginterfaceinformationis
conveyed in stages.Early stagesgive information that is mosteasilyprocessedand
thatgivesagoodindicationof thecontentsof informationto follow. Laterstagescon-
tainprogressively moreinformation,with thecorrespondinghighercognitiveandper-
ceptualcost to processthat information. The idea is that userscan quickly learn
whethera suggestionwill beusefulandif not they neednot look further. Theinterac-
tion becomesdialoguebetweenuserandJITIR, wheretheJITIR will proactively offer
some information and the user can then ask for more if desired.

1.2.4 Experiments JITIRs are contextually situated:their useand effectivenessdependgreatly on the
domain in which they are applied.This sensitivity to the task environmentmakes
JITIRsespeciallyhardto evaluatein thegeneralcase.For this reason,severalexperi-
mentshave beenperformedto cover a rangeof activity andvariations.Thefirst study
testshow subjectsuseJITIRsin a controlled-taskexperimentinvolving thewriting of
anopen-endedessay. In particular, it examineshow subjectsaccessandusesupport-
ing information when using a JITIR versususing a traditional searchengine.The
resultsshow thatuserswho aregivena JITIR aswell asa searchenginetendto view
almost threetimes as many documentsas userswho only have accessto a search
engine.Also, subjectsfound the RemembranceAgent (the main JITIR usedin the
experiment)moreusefulthanthesearchenginefor their task.Thesecondstudiesthe
differencesbetweentherelevanceandutility of asuggestion,andexaminestheeffects
of thecorpususedon thequalityof suggestions.Theresultsindicatethattheassump-
tions made in evaluating traditional information retrieval, namely that relevance
impliesutility andthatthechoiceof databaseis outsidethescopeof theIR algorithm,
arenotvalid whenappliedto JITIRs.Thethird studyexaminesopen-endedlong-term
usage,wherepeopleusedJITIRsover thecourseof many months.Thestudyuncov-
eredmany waysin which JITIRscanbevaluableto a user, includingproviding infor-
mation that changesthe user’s current task, information that supportsthe user’s
current task, information that contextualizesthe user’s environment,and providing
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informationthatis not usefulto thecurrent taskbut is valuablefor otherreasons,e.g.
entertainment.Finally, subjectsandusersfrom all threestudieswereinformally inter-
viewed about their experiences.

1.3 Road MapThe roadmap for the remainder of this thesis is as follows:

• This chapter defined Just-In-Time Information Retrieval agents and outlined the
contributions of the work.

• Chapter2 describes the three JITIRs implemented: the Remembrance Agent
(word-processor based), Margin Notes (web based), and Jimminy (wearable-com-
puter based). It also describes Savant, the information-retrieval back end that is
used by all three systems.

• Chapter3 presents theoretical background and techniques that should be used in
designing JITIRs.

• Chapter4 describes implementation details about the Remembrance Agent, Mar-
gin Notes, Jimminy and Savant.

• Chapter5 describesexperimentsandevaluationsanddiscussestheir implications.

• Chapter6 discussesrelatedsystemsandhow they fit into theframework presented
in this thesis.

• Chapter7 draws conclusions and describes areas of future work for this research
area.
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CHAPTER 2 Overview of
Implemented
Systems

This isn’t just a blue sky outfit you know. Peoplebuild
things around here.
– Andy Lippman

Thischapterwill describethethreeJITIRsimplementedin thecourseof thisresearch:
theRemembranceAgent(RA), Margin Notes,andJimminy (alsoknown astheWear-
able Remembrance Agent). It ends with a description of Savant, the back-end infor-
mation-retrieval engine used by all three systems. The high level designs are
described here, but implementation details and design trade-offs are put off until
Chapter4.

2.1 The
RemembranceAgent

Emacs is a popular text-editor for the Unix operating system. While it is often used
for traditionaltext-editingtaskssuchaswriting papersor computercode,theeditoris
powerful enoughthatit is alsousedfor readingandwriting email,netnews,andeven
browsing the web. Emacs supports the use of multiple buffers, with each buffer con-
taining a file, email, net news viewing session, or other information source.

(Rhodes 1996)
Rhodes, B. and Starner, T. The
Remembrance Agent: A continu-
ously running information
retrieval system, inPAAM’96,
1996, pp. 486-495

TheRA (Rhodes1996)continuallypresentsa list of documentsthatarerelatedto the
currentdocumentbeingwritten or read.Thesesuggestionsappearin orderof rele-
vancewithin a specialdisplaybuffer at the bottomof the Emacswindow. Whenthe
user is typing, readingemails,or otherwisechanginghis environment, the list is
updatedevery few seconds.Suggestionsfrom multiple databasescanbe listed in the
displaybuffer, eachwith a certainnumberof lines.For example,the systemcanbe
configuredto displaysuggestionsfrom emailarchivesin thefirst four linesandsug-
gestionsfrom note files in the next two lines. The display can also show different
“scopes”from thesamedatabase,e.g.thefirst few linescanshow suggestionsrelated
to the past20 wordswhile the otherscanshow suggestionsrelatedto the past500
words.Suggestionsareshown without regardto a user’s history, i.e. theRA doesnot
have knowledgeof theuser’s pastinterestsor whethertheuserhaspreviously seena
particular suggestion.
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FIGURE 1. RA main display

Figure1 showsascreen-shotof theRA whenwriting theintroductionto this thesis.In
thiscase,thedocumentsbeingsuggestedcamefrom asubsetof theINSPECdatabase
of conferenceandjournalabstractsandcitations(about150,000citations).Thesug-
gestionsareall for papersthatmight berelevantto thesectionbeingwritten.Sugges-
tionsareproposedbasedon word co-occurrence: theoccurrenceof thesameword in
both the text beingwritten andthe documentsuggested.For example,both the text
beingwritten andthe abstractfor the “Rating the pushproducts”papercontainthe
wordsnotification, news, information, sources, andstock (shown in the pop-upwin-
dow). The actualdisplay is in color, with alternatingcolumnsin differentcolors to
allow theinformationto bescannedquickly. Thefull Emacswindow is largerin nor-
mal operation, which means a larger ratio of editor-lines to RA-suggestion lines.

Thesummarylinesarea combinationof fields from thedocument,andaredesigned
to give the useran indicationof the contentof the documentasquickly aspossible.
For example,from left to right thefirst suggestionin Figure1 containsthe line num-
ber, a relevancescoreconsistingof zero,oneor two plussigns,theauthorof thecita-
tion, the dateof publication,and the title of the papercited in the suggestion.The
formatof thesummarylinescanbecustomizedfor individualdatabases.For example,
articlesfrom theBostonGlobeusea longerfield to show headlinesandshow publica-
tion date,but don't show the authorof the article. Email suggestions,on the other
hand,displayall thefieldsusedfor theINSPECdatabase,plusthenameof thefolder
in which theemail is stored.By default if a suggestionis below aminimumthreshold
it is not displayedand“No suggestion”is shown instead.It is alsopossibleto config-
urethesystemto displaybelow-thresholdsuggestions,with a minus-signastherele-
vance.

Right-clickingon a suggestioncausesa smallpop-upwindow to displaythe top five
keywords that led to the abstractbeing suggested,as seenin Figure1. Thesekey-
wordsarealsodisplayedto thefar right of thesuggestionline, althoughthey areonly
visible whentheuserhasa wide displaywindow. To seethefull text beingsuggested
theusertypesa keyboardshortcut(control-c r andtheline numberto show) or clicks
on the desiredline number. The full text thenreplacesthe currentdisplaybuffer, as
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shown in Figure2. By default theRA will not recursively make suggestionsbasedon
a suggestion that has been retrieved, though this feature is customizable.

FIGURE 2. RA result screen

After retrieving a documenttheuseris promptedto entera rating for thesuggestion
(1-5),althoughenteringa ratingis not required.Theratingis written to a log file, and
is usedfor evaluationpurposes.It is notcurrentlyusedfor any form of machinelearn-
ing or user-profile creation, although these might be implemented in the future.

Differentsuggestiondatabasescanbeassociatedwith specificbuffersor buffer types.
For example,thesystemcanbeconfiguredto automaticallydraw suggestionsfrom an
emailarchivedatabasewhenreadingor writing email,andfrom theINSPECdatabase
whenever writing a paperin the LaTeX formattingmode.Thesedefaultsaresetby
handin a configurationfile. Databasescanalsobeswitchedmanuallyby typing con-
trol-c r d. Databasechangesaresticky: if thedatabaseis switchedoncefor a particu-
lar buffer then revisiting that buffer will automatically switch to that database
thereafter.

The usercan also manuallyperform searches.Clicking on a field in a suggestion
causestheRA to performa searchbasedonly on thecontentsof thatfield. Theuser
mayalsotypecontrol-c r f andenteraqueryfor aparticularfield, or typecontrol-c r q
to fill in a query form that includes all fields.
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2.2 Interaction With
The RA

FIGURE 3. Interaction transitions with the RA

Figure3 shows the transitionsin an interactionwith the RA. Rectanglesrepresent
actionstakenby theRA that changethestateof thedisplay. Ovals representactions
takenby theuserthatchangethe informationsheknows. Links areactionstakenon
thepartof theuseror theRA, or areeventsthatoccurin theworld suchasfive sec-
ondspassingsincethelastupdate.Theoverall interactionis a dialoguebetweenuser
andRA, wheresometimesthe userinitiatesandsometimesthe RA initiatesthe dia-
logue.
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Most of the time the useris working on her primary task:writing or readingdocu-
ments in the main Emacs buffer. Every five seconds(assumingthe buffer has
changed)theRA updatesthesuggestionlist basedonthetext in thecurrentbuffer and
the database(s) being used.

Fromworkingon theprimarytask,theusercandecideto look at theRA’sdisplayand
readone or more suggestionlines. By this action sheupdatesboth her knowledge
aboutwhat informationis availableandherknowledgein general.Shecanalsotake
oneof severalactionsthatcausetheRA to changethesuggestionsdisplayed,namely
clicking on a field in a suggestionline (which performsa searchbasedon thatfield’s
contents),performinga full-text queryby typing C-c r q, performinga searchon a
particularfield by typing C-c r f, thenameof thefield to searchandthetext to search
for, or changingoneor morescopesto a new databaseby typing C-c r d andthenew
database name.

After readingthedisplay, theusermaywantto seekeywordsthatareassociatedwith
aparticularsuggestion.By right-clickingon thesuggestionline, shecausestheRA to
display a pop-up window containingthe keywords. By readingthe keywords she
updatesherknowledgeaboutthedocumentassociatedwith thesuggestion,which in
turnmayconvinceherto readthefull documentor ignorethesuggestionandreturnto
her primary task.

If theuserwantsto readthefull documentdescribedby a suggestionline, shecando
soby typingC-cr andtheline numberof thesuggestionor by left-clicking ontheline
number. This actioncausesthe RA to replacethe primary buffer with the requested
document. Reading the document, of course, changes the user’s knowledge further.

2.3 Margin NotesMargin Notes(Rhodes2000)is aJITIR thatautomaticallyrewriteswebpagesasthey
areloaded,addinghyperlinksto relateddocuments.As awebpageis loaded,Margin
Notes adds a black margin strip to the right of the document (the margin strip is
always black, regardless of the color of the main page). Like the RA, Margin Notes
then compares each section of the document to pre-indexed email archives, notes
files, and other text files, based on keyword co-occurrence. If one of these indexed
files is found to be relevant to the current section of the web page, a small “annota-
tion” is included in the margin next to the relevant section. The note contains a quick
description of the suggested text, a series of circles representing the relevance of the
suggestion, and a link to get more information. The annotation consists of a subject,
date and author for the suggested text, though the exact make-up of the note is cus-
tomizablebasedonthedatabase.For example,annotationsfor theemaildatabasealso
include the name of the folder in which it was filed, while annotations for theBoston
Globe database only include headline and date to maximize the amount of headline
that can fit.

(Rhodes 2000)
Rhodes, B. Margin Notes: build-
ing a contextually aware associa-
tivememory, in IUI’00 , 2000,pp.
219-224
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FIGURE 4. Mar gin Notes screen-shot

Figure4 showsascreen-shotof awebpageoncell-phoneserviceplans,annotatedby
Margin Notes.Thisexampleis apageandannotationthatcameupduringnormaluse
of Margin Notes,thoughthe relevanceof the annotationis better than the typical
annotation.Thedatabaseusedfor this exampleis thecollectionof MediaLab email
archives since 1988, a total of over 180,000messages.The suggesteddocument,
listed in theblackmargin to the right, is email sentto the “hackers” mailing list and
givespersonalexperienceswith cellularservicein theMIT area.Theactualdisplayis
in color: thecirclesat thetopof asuggestionarefilled in with redto indicatetherele-
vance of the suggestion.

Placingthe mouseover an annotationproducesa list of the five keywordsthat were
mostimportantin decidinga suggestion'srelevance(thesearealsoshown in thefig-
ure).Keywordsareusefulfor contextualizinga suggestionandgiving a betterindica-
tion abouta suggesteddocument’s contents.Clicking on anannotationcreatesa new
browserwindow that displaysthe full text of the email, note-file,or text beingsug-
gested. The suggested page also has feedback buttons used for evaluating the system.

Becausewebpageswill oftencover many differentsubjects,Margin Notessegments
thewebpagesit annotatesbasedon HTML tags.A sectionis definedastext between
HTML headertags,horizontalrules,anda few non-standardsectiondelimitersused
by HTML editorssuchasMicrosoft Word. Eachsectionreceivesits own annotation,
assumingthesectionis long enoughandtheannotationis over a thresholdrelevance
score.Theexceptionis thefirst annotationon eachwebpage,which is basedon the
entirepageinsteadof asinglesection.Theinclusionof apage-wideannotationallows
both a generalannotationaswell asspecific,focusedviews. Margin Notesusesthe
locationof theannotationto indicatescope:annotationsappearat the top of thesec-
tion to which they arerelevant. This placementis analogousto the useof marginal
notesin traditionalprint. Theblackmargin strip is usedto “brand” theannotationas
belongingto Margin Notes;all text to the left of themargin is the pagebeinganno-
tated, all text within the margin is placed there by Margin Notes.
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2.4 Interaction With
Mar gin Notes

FIGURE 5. Interaction transitions with Mar gin Notes

Figure5 shows thetransitionsin aninteractionwith Margin Notes.Rectanglesrepre-
sentactionstakenby Margin Notesthatchangethestateof thedisplay. Ovals repre-
sent actionstaken by the user that changethe information she knows. Links are
actions taken on the part of the user or Margin Notes.

Theinteractionstartswith theuserreadinga webpage.As a new pageis loadedit is
annotatedby Margin Notes.Theblackmargin is addedimmediately;sectionannota-
tions appear over the next few seconds as they are created.
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As the useris readingthe web pageshewill occasionallyseean annotationin her
peripheralvision, letting herknow that thenoteexists.Seeingthenoteis usuallyan
unconsciousact;it is difficult to avoid noticinganannotationwhenoneexists.At this
point theusercancontinuereadingthemainwebpageandignoretheannotation,or
shecanlook at thenoteandreadsomeor all of thesummaryinformation.Bothnotic-
ing thenoteandreadingthesummarychangeswhat theuserknows abouttheavail-
ability of information, and may provide other useful information in its own right.

After readingthe summarythe usercango backto readingthe main web page,can
view keywordsassociatedwith a summaryby moving themouseover theannotation,
or can click on the suggestion to view the whole document.

2.5 Jimminy Both theRA andMargin Notesprovidepotentiallyusefulinformationbasedonaper-
son'scomputationalenvironment:hisemail,documents,webpagesbeingviewed,etc.
Jimminy, also called the Wearable RA,provides information based on a person's
physicalenvironment:his location,peoplein theroom,timeof day, andsubjectof the
current conversation(Rhodes 1997). Processing is performed on a shoulder-worn
“wearable computer,” and suggestions are presented on a head-mounted display.

Theultimategoalis thatall informationaboutthewearer’s physicalenvironmentwill
be available to Jimminy through automaticsensors.However, the focus of this
researchis not sensortechnologybut ratherwhat canbe donewith that technology
onceit is available.To this end,Jimminy is a generalarchitecturethat usesplug-ins
for any sensorthat canbe attachedto a wearablecomputer. Information that is not
provided by sensorscan be enteredinto the systemby hand.The currently imple-
mentedsystemhasbeendemonstratedwith passive sensorsthat detecta person’s
physical locationandpeoplein theroom,andusesthesystemclock to determinethe
time of day. The latestrevision of Jimminy no longersupportscomparisonbasedon
time, but previous versionsdid. Thesubjectof a conversationis enteredby hand,as
are full-text free-form notes. The wearablecomputer hardware and sensorsare
detailed in Chapter4.4.

Thewearablecomputerservestwo mainfunctions.First, it is usedasa generalnote-
takingsystem.In conversationsandlectures,notesareusuallytouch-typedusingthe
one-handedkeyboardwhile maintainingeye contactwith the personspeaking.The
head-mounteddisplay is occasionallyviewed to seewhat hasjust beentyped.Any
notewritten usingthe wearablecanbe taggedwith peoplepresent,subject,location
and timestampusing a single key combination.Over the courseof four yearsthe
wearablehasbeenusedby theauthorto takeandannotateover850notes.They range
from noteson classesandconversationsat conferencesto noteson dancesteps.The
secondmajoruseof thewearablecomputeris to retrieve notesandinformationany-
time,anywhere.Readingandunderstandinginformationonthehead-mounteddisplay
is a more attention-demandingtask than note-taking.It is also more obvious to
observers that the wearableuser is distracted:his eyes are clearly focusedon the
screenandit is difficult to speakandreadat thesametime.For thesereasonsinforma-
tion tends to be retrieved during pauses in conversation or in lecture situations.

The interfacefor Jimminy is basedon theEmacsRA, but differs in a few important
ways.First,screenreal-estateis scarcefor awearable,sosuggestionsarepresentedin
abbreviated form. Second,the featuresof the environmentthat are currently being
sensedarelistedon themodeline. For example,in Figure6 the location(roomE15-
335)andthepersonin theroom(David Mizell) arelistedin reversevideoon thebot-
tom line. Thisdisplayis importantbecausesensordatamaybeincorrect,andtheuser

(Rhodes 1997)
Rhodes, B., The Wearable
Remembrance Agent: a system
for augmented memory, in Per-
sonalTechnologies:SpecialIssue
on Wearable Computing, 1:218-
224, 1997
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alsoneedsareminderaboutwhatenvironmentalinformationwaslastenteredby hand
soit canbeupdated.Third, keysaredefinedontheone-handedkeyboardto increment
or decrementthe biason differentfield-types.For example,onecould setbiasesso
that the personfield is twice as importantasotherfields whenfinding usefuldocu-
ments.Thebiasesarelistedon themodeline aswell. Finally, thesystemwill modify
the biasfor certainfeaturesbasedon recent-modificationtimes.For example,if the
wearerof the systementersa new room, the bias for room location is temporarily
increasedby three.After a minutein thesameroomthebiasis returnedto base-line
levels.

FIGURE 6. Jimminy screen-shot

Figure6 showsascreen-shotof Jimminy asit wouldappearon thehead-mounteddis-
play. The top 80%of thescreenis reserved for notesbeingenteredor read,plus the
standardEmacsmodeline giving time and informationaboutthe file beingedited.
Thenext four linesshow suggestionsbasedon thewearer’s currentcontext. Thedis-
play is thesameastheRA exceptformattedfor the80-columnmonochromedisplay.
Thebottommodeline showsacondensedview of currentbiasesfor location,subject,
personandcurrenttext beingtyped,followedby thecontext (keywordsandphysical
environment)thatledto thesuggestion.Theactualhead-mounteddisplayis bright red
onblackwith 720x 240pixel resolution,with thenumberof charactersandtheaspect
ratio the same as shown in the figure.

For the example scenarioof Figure6, imagine the wearer is talking with David
Mizell, a fellow wearablesresearcherfrom Boeing,andhasjust enteredMedia Lab
roomE15-335(which is wheretheautomaticembroiderymachineis kept).This is a
made-upexample,althoughthescreen-shotis of theactualsystemusingtherealdata-
baseof noteswritten on thewearable.Themodeline shows thecurrentlocationand
peoplein the wearer’s environmentandshows that the biasfor locationandpeople
presentis four andthebiasfor subjectandcurrenttext beingtypedarebothone.The
periodsaroundthe location and personbiasesindicatethey have temporarilybeen
raisedbecausethesefeatureschangedrecently. In oneminutethey will bothgo back
to the hand-setvalueof one.Biasescanalsobe setusingthe one-handedkeyboard.
The first suggestion“embroiderymachineclass”is a notethat wastaken during the
trainingclassfor theembroiderymachine.As canbeseenin thekeywordssection(far
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right), the suggestionis basedmainly on the room number, but alsoon someof the
wordsin thenotesbeingtyped.Thenext two suggestionsareaboutDavid Mizell, the
first beingnotesfrom atalk onaugmentedreality thathegaveataconferencein 1998,
thesecondbeinghisentryin thewearer’scontactRolodex file. Thefinal suggestionis
an email noteaboutthe wearablefashionshow for which the conductive cloth tech-
nologywasbeingdevelopedat theMediaLab,retrievedbasedon keywordsthathave
been typed into the notes area.

2.6 Interaction With
Jimminy

FIGURE 7. Interaction transitions with Jimminy

Figure7 shows the transitionsin an interactionwith Jimminy. As with the previous
interactiondiagrams,rectanglesrepresentactionstaken by Jimminy that changethe
stateof thedisplayandovalsrepresentactionstakenby theuserthatchangetheinfor-
mationsheknows. Links areactionstakenon thepartof theuseror Jimminy, or are
eventsthatoccurin theworld suchasfivesecondspassingsincethelastupdateor the
user walking into a new location.

Most of the time the user is working on her primary task. This primary task may
includeusingEmacson thewearableto take notes,but it mayalsoincludetasksthat
have nothingto do with thewearablecomputer, suchastalking to a coworker. Every
five seconds,Jimminy updatesthe suggestionlist basedon the text in the current
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buffer, theuser’s currentphysicalenvironment,thecurrentbiassettings,andthecur-
rentdatabase(s)beingused.If a featurehaschanged(e.g.shehaswalked into a new
room)thenthebiasfor thatfeatureis temporarilyraisedby threepointsandthemode
line is updatedto revealthatchange.After oneminuteJimminy automaticallylowers
the bias back to its original level.

Fromworking on theprimarytask,theusercandecideto look at theJimminy output
on the head-updisplayandreadoneor moresuggestionlines.As with the RA, she
canalsoperforma full-text queryby typing C-c r q, performa field searchby typing
C-c r f, or changingoneor morescopesto a new databaseby typing C-c r d andthe
new databasename.Shecanalsochangethevalueof oneor morefeaturesof theenvi-
ronmentasknown by Jimminy (e.g.thesubjectof herconversationor her location),
andcanincrement,decrementor resetthebiasfor any of the four main features.All
of theseactionschangethe internalstateof Jimminy andaffect the suggestionsthat
are displayed.

If theuserwantsto readthefull documentdescribedby a suggestionline, shecando
soby typing C-c r andtheline numberof thesuggestion.This actioncausesJimminy
to replace the primary buffer with the requested document.

As shouldbeexpected,interactionwith Jimminy is similar to interactionwith theRA
(uponwhich Jimminy is based).However, with Jimminy theuseris oftenin environ-
mentsthatmakeit difficult to readlargeamountsof text. For example,shemightbein
a conversationwherereadingmore than a few words will causean uncomfortable
pause,or otherwisemake her look distracted.For this reason,Jimminy usersoften
will eitherusethesuggestionline itself to jog their memory(but not bring up thefull
document),or they will wait for naturalpausesin theconversationto bring up a full
document.

2.7 SavantAll three implemented JITIRs are front ends to the same back-end system, called
Savant. The front-end senses the user’s local context (that is, the document or email
being written, the web page being viewed, or the physical environment of the user of
a wearable computer) and sends that information in text form to Savant as a “query.”
Savant then works as an information retrieval engine: given a query it produces a
rank-orderedlist of pre-indexeddocumentsthatbestmatchthequery. Savantconsists
of two programs:ra-retrieve performs information retrieval based on a query, while
ra-index creates index files so retrieval can be performed quickly. Indexes can be cre-
atedfrom any sortof text, includingcollectionsof newspaperor journalarticles,orga-
nization-widecollectionssuchasofficememos,or personalsourcessuchasemailand
notes.Previousversionsalsoallowedpagesto beindexeddirectly from theweb. Doc-
uments are usually re-indexed nightly to incorporate new changes and additions.

For retrieval, the front-endfirst sendstext from theuser’s currentenvironmentto ra-
retrieve, which thencomparesthequeryto pre-indexedfiles andreturnsa list of the
mostsimilar documents,rankedin orderof similarity. Theoutputincludesa one-line
summaryof the documentincluding subject,authoror personassociatedwith the
document,date,thenameof thefile containingthedocument,a relevancescoreanda
list of the top five keywordsor termsfrom thequerythat led to this documentbeing
suggested. This list is further processed by the front-end to display suggestions.
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2.7.1 Template Matching Thepower of Savantcomesfrom a strongtemplate-matchingsystemthatcanrecog-
nize typesof documentsor queries,parseindividual fields from each,and index or
processthemall automatically. For example,if ra-index is pointedatatop-level direc-
tory of files it will recognizeeachoneasan email archive, HTML file, LaTeX file,
collectionof notestaken on the wearablecomputer, setof paperabstractsfrom the
INSPECdatabaseor raw text, andignoreotherfile formats.It will breakmulti-docu-
mentfiles into individual documentsand thenbreakeachdocumentinto individual
fields.For example,archive files from the INSPECdatabasearebroken into individ-
ual citationsand then further broken into title (subject), author(person), date and
body. This parsingmeansindexing canbe performedautomaticallywith no needto
annotateor labelfilesby hand.Whenretrieving documents,auser’s localcontext (the
query) is also broken into individual fields. For example,an email messagebeing
written will bebrokeninto subject, person(who theemail is to), dateandbody. Tem-
platesare hard-codedinto Savant, but are designedto be easily modified or added
with a recompilation of the source code.

2.7.2 Data Fusion Differentfield-typescanhave differentsimilarity metrics.For example,thebodyof a
queryandthebodyadocumentcanbecomparedusingatext-retrieval methodsuchas
theTermFrequency / inverseDocumentFrequency (TF/iDF) algorithmsdiscussedin
Chapter4.1.6.Thesimilarity betweentwo dateswas,in a previousversionof Savant,
comparedbasedon the numberof daysthat separatethem(the currentimplementa-
tion doesnot comparedates).New similarity metricplug-inscanbeaddedeasily. For
example,a collaboratorat British Telecomhasdevelopeda plug-in thatcanfind doc-
umentsthat are relatedto a current location basedon GPScoordinates(Crabtr ee
1998). Multiple similarity metricscanalsobe definedfor the samesetof data.For
example, two different weighting schemesor entirely different algorithmscan be
defined for comparing the body of a message to text being typed.

(Lee 1995)
Lee, J. Combining Multiple Evi-
dence from Different Properties
of Weighting Schemes, in
SIGIR’95, pp. 180-188

Savantcombinestheresultsof multiplesimilarity metricsfor adocumentin aprocess
known in the informationretrieval field asdata fusion(Lee 1995).If a documentis
similar to a querybasedon morethanonefield or similarity metric (e.g. if both the
“from” field andbodyof a messagepartially match),a linearcombinationof thesim-
ilarities are usedbasedon weightsdefinedin the templates.The full algorithm is
detailed in Chapter4.1.5.

2.7.3 Filtering Automaticallygeneratedqueriestendto containextraneoustext that is not usefulfor
retrieval, e.g. signaturelines and email headers.Indexed documentswill likewise
have HTML markupandheadersthat will dilute the valueof importantdatawhen
selectingdocuments.To addressthis problem,eachtemplatecan associatea filter
bankwith eachfield. A filter bankis anorderedlist of Perl-styleregularexpressions
thatmatchtext thatshouldberemovedfrom thefield beforeparsing.For example,fil-
tersassociatedwith theemailbodyfield recognizeandremove emailsignaturelines,
headersfrom includedfiles andcommonlines suchas“Begin forwardedmessage.”
Filters associatedwith the email personfield remove all informationexcept for the
username,while filters associatedwith all fieldsin HTML documentsremove hyper-
text tags and comments.

(Crabtr ee 1998)
Crabtree, I.B. et al. Adaptive Per-
sonal Agents, inPersonal Tech-
nologies, 2(3) 141-151, 1998
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CHAPTER 3 Theory and
Related Work

[Do not] put too much confidence in experimental
results until they have been confirmed by theory.
– Sir Arthur Eddington

This chapter is divided into three sections, each presenting theory that relates to one
of the thesis questions described in Chapter1.2.1. This research is multidisciplinary,
so it is appropriate that the theories described span several fields. The first section
draws from cognitive science, psychology and decision science to show how JITIRs
are used and affect the way people use information. The second section draws from
the field of information retrieval to show how a JITIR can automatically decide what
information to show given a person’s environment. The last section draws from inter-
face design and human factors to show how a JITIR can present potentially relevant
informationin awaythatdoesnotdistractfrom aperson’sprimarytask.Eachsection
will first describe relevant theory and then discuss how that theory can be applied to
JITIRsin particular. Chapter5 presentsresultsof experimentalevaluationsof someof
the theories presented here.

3.1 How JITIRs
Affect The Way
People Act

This sectionpresentstheoryfrom cognitive science,psychologyandinterfacedesign
that is applicable to the following question:

How doestheuseof a JITIR affect thewaya personseeks
out and uses information?

Thesectionstartswith anabstractdiscussionof thedefinitionof intelligenceandhow
it appliesto the designof tools that augmenthumanintelligence.It becomesmore
concretewith a discussionof varioustheoriesfrom psychologyanddecisionscience
that offer a framework for understandingthe benefitsof usinga JITIR. The section
concludes with a discussion of how JITIRs fit into this framework.
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3.1.1 Intelligence
Augmentation

DouglasEngelbarthasproposedtheconceptof intelligenceaugmentation: theexten-
sionof a person’s mentalability beyondnormallevels (Engelbart 1962). In particu-
lar, Engelbart was interestedin tools and techniquesthat could increase“the
capabilityof a manto approacha complex problemsituation,to gain comprehension
to suit hisparticularneeds,andto derivesolutionsto problems.” In hisgeneralframe-
work hedescribesthreekindsof “repertoire”thatpeopleuseto breakdown andsolve
complex problems.The first is what he calls explicit-humanprocesscapabilities,
which areexecutedcompletelywithin thehumanmind. Thesecondareexplicit-arti-
fact processcapabilities,which arecapabilitiespossessedentirely by tools or things
andareexecutedwithout humanintervention.The third arecompositeprocesscapa-
bilities, which areprocessesthatemergefrom aninteractionbetweenpeopleandarti-
facts. JITIRs facilitate compositeprocesscapabilities.They perform someof the
work of retrieving information,but theevaluationandeventualuseof thatinformation
is still performed by the human.

(Newell 1989)
Newell, A. et al, Symbolic Archi-
tectures for Cognition, inFoun-
dations of Cognitive Science,
Posner, M. (ed),1989,pp.93-131

Classicalcognitive scienceis concernedwith explicit-humanprocesscapabilities.It
examineshow humansperformtasks,andusesthoseobservationsto constructtheo-
riesabouthow themindoperates(Newell 1989). Fromthisperspective intelligenceis
anattributeof anindividual.Anything outsideof a person’s body(e.g.tools,culture,
or otherpeople)is by definition not a part of intelligencebut is rathera thing that
interactswith intelligence.This placesexplicit-artifact andcompositeprocesscapa-
bilities outside the area of study of classical cognitive science.

(Hutchins 1995)
Hutchins, E.Cognition in the
Wild, 1995

In his bookCognition in theWild, Edwin Hutchinsarguesfor a studyof cognitionas
an attribute of an entiresystem,wherethe systemincludesa person,the culture in
whichheis acting,hisphysicalenvironment,andbothphysicalandcognitive toolshe
hasathisdisposal(Hutchins 1995). Intelligentactionstemsfrom theworkingsof the
whole system, not just the individual person.

This viewpoint hastwo importantimplications.First, Hutchinsarguesthat ignoring
processesthat occur“beyond the skin” leadscognitive scienceto studyhow people
act in the laboratorybut to ignorecognitive behavior in the real world. Ratherthan
perform experimentswhereany influencefrom the outsideworld is eliminated,he
callsfor acognitiveethnographicmethodologywherebehavior andmentalactionare
studied in real-world situations(Hutchins, p. 354):

The early researchers in cognitive scienceplaced a bet
that themodularityof humancognitionwouldbesuch that
culture, context, andhistorycouldbesafelyignoredat the
outset,andthenintegratedin later. Thebetdid notpayoff.
Thesethingsare fundamentalaspectsof humancognition
and cannotbe comfortablyintegrated into a perspective
that privileges abstract propertiesof isolated individual
minds.Someof what has beendonein cognitive science
mustnow be undoneso that thesethingscan be brought
into the cognitive picture.

(Norman 1988)
Norman, D.The Psychology of
Everyday Things, 1988, p. 54-80

Second,becausethesystemicview of intelligencefocusesontheinteractionsbetween
processesin theheadandin theworld, it is agoodstartingpoint for understandingthe
compositeprocesscapabilitiesthat areavailablewhenusinga JITIR. For example,
Don Normantalksaboutknowledgein theheadversusknowledgein theworld, and
how onecanbesubstitutedfor theother(Norman 1988). Sayyouhaveagreedto take
a neighborto the airport next Saturdayat 3:30pm.Trying to rememberis keeping
knowledgein thehead.Asking your neighborto call thenight beforeto remindyou
movestheknowledgeto theworld, or at leastto theheadof yourneighbor. Theideais
thatknowledgecanbestoredin differentlocationswith differentadvantagesanddis-

(Engelbart 1962)
Engelbart, D.,Augmenting
Human Intellect: a conceptual
framework, AFOSR-3233, 1962
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advantages.For example,someonewhoonly occasionallytypesmight preferto hunt-
and-peck,relying on the letterswritten on the keys. Someonewho typesfrequently
will probablywant to learnto touch-typebecausetheaddedspeedis worth theextra
effort of moving the knowledgefrom the world into the head.Well-designedtools
will put asmuchknowledgein theworld aspossible,bothto helpa personremember
andto constrainhis actionssuchthat theright way to usethetool is alsotheobvious
way to use the tool.

How intelligenceis viewedwill changethekindsof questionsthatwill beaskedabout
a design.If intelligenceis viewed in isolationfrom the restof the environmentthen
toolswill beviewedin termsof how they canaidanindividual in his task.Thisview-
point encouragesquestionssuchas“how quickly cana personusinga JITIR find a
pieceof information” and “how relevant is the information shown?” When intelli-
genceis viewed asa propertyof a systemthenthe focusshifts to how differentele-
mentschangethebehavior of thesystemasa whole. In particular, questionsinclude
notonly how atool helpsthecompletionof a task,but alsohow thetool mightmodify
aperson’sbehavior andhow it mightaffectwhattasksareperformedatall. For exam-
ple,onemightaskwhetherpeoplequotethework of othersmorewhenusingaJITIR,
or read more information not directly related to their task.

3.1.2 Cost vs. Expected
Benefit

Imagineanextremelyparanoidexecutive who wantsto besurehe readsevery piece
of informationrelatedto hiswork. To makesureheis fully informedin hiswriting, he
searchesthroughhisold emails,officememos,theNew York TimesandtheEncyclo-
pedia Britannica after every paragraphhe writes. This practicewould imitate the
behavior of a JITIR. In fact, the resultingdocumentsmight be more relevant than
thosereturnedby a JITIR becausehecouldperformhis own searchesmoreprecisely
than could any automated process.

Of course,noteveryoneis asmeticulousastheexecutivedescribed.Sometimesaper-
son wants a particular piece of information, and in this case a search engine is the
appropriate tool. Other times a person will not bother to perform a search due to lack
of time, because the information he already has is “good enough,” or because he
expects a search will not turn up anything useful.

Suchaction (or inaction) is in keepingwith Zipf’s Principle of LeastEffort (Zipf ,
1949):

(Zipf 1949)
Zipf, G.K. Human Behavior and
the Principle of Least Effort,
1949, p. 1

In simpleterms,the Principle of LeastEffort means,for
example, that a personin solvinghis immediateproblems
will view theseagainst the background of his probable
futureproblems,asestimatedbyhimself. Moreoverhewill
strive to solvehis problemsin such a way as to minimize
the total work that he must expend in solving both his
immediateproblemsand his probable future problems.
That in turn meansthat thepersonwill strive to minimize
the probableaverage rate of his work-expenditure (over
time).And in sodoinghewill beminimizinghis effort, by
our definitionof effort. Leasteffort, therefore, is a variant
of least work.

Thekey point to Zipf ’s Principleis thata personwill try to minimizehis total future
work, givenhisbestestimatesat thetime. Zipf combinesall potentiallyrelevantmoti-
vators,including pleasure,into this singlevariablehe calls “work.” For example,he
discussesthe value of having a spousein termsof efficiency of division of labor
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(Zipf , p. 255), ratherthanasa trade-off betweenthe costof gaining andkeepinga
spouse and the rewards it can offer.

(Payne 1993)
Payne, J., et al.The Adaptive
Decision Maker, 1993

Payne,Bettmanand Johnsonargue that peoplechoosedecision-makingstrategies
basedon multiple goals,includinggoalsof accuracy andtheconservationof limited
cognitive responses(Payne 1993). This framework is basedon anticipatedaccuracy
vs. anticipatedeffort: a decisionmaker assessesthe benefitsand costsof available
strategies and choosesthe strategy with the bestcost/benefittrade-off. While their
framework emphasizestheaccuracy of adecisionastheprimarybenefitandtheeffort
as the primary cost, it acknowledgesother motivators.For example,if a decision-
maker thinks he will be asked to explain his decisionto othershe is more likely to
pick aneasilyjustifiablestrategy. Thisstrategy maynotevenbethemostaccurate,but
it is still the optimal solution given the social environment(Payne, p. 254).

3.1.3 The Two-Second
Rule

Payne,BettmanandJohnson’s effort-accuracy framework predictsthatincreasingthe
effort involvedin performinga taskwill causea proportionaldecreasein thenumber
of timesthattaskis performed.For example,increasingtheeffort involvedin usinga
searchengineshoulddecreasethe averagenumberof queriespeopleperform.How-
ever, it doesnot addresshow large a changein effort is necessaryto seechangesin
usagepatterns.Put in termsof time, how muchlongermustan informationtool take
to use before people stop using it?

(Miller 1968)
Miller, R.,Responsetime in man-
computer conversational transac-
tions, inAFIPS Conference Pro-
ceedings of the Fall Joint
Computer Conference, Vol 33,
Part 1, 1968, pp. 267-277

Studiesin computerresponsetime indicatethat the properunit of analysisis on the
orderof secondsor even fractionsof secondsratherthanminutesor hours.Robert
Miller arguesthat for many tasksmorethantwo-secondsof responsedelayis unac-
ceptable(Miller 1968, p. 270). In particular, Miller argues that:

...it will be easily demonstrated that manyinquiries will
not bemade, andmanypotentiallypromisingalternatives
will notbeexaminedbythehumanif hedoesnothavecon-
versationalspeeds– asdefinedin this report– availableto
him. But taskswill still be completedas indeedthey have
beenin the past,without conversational interaction, and
at least someof themwill be completedmore poorly by
any criterion.

In otherwords,evendelaysof a few secondswill causepeopleto eithernotuseinfor-
mation tools or to use them less frequently in performing their task. Of course, the
exact threshold will depend on the expected benefit of the information being
retrieved. Miller also argues that there is not a linear decrease in efficiency as
response delay increases; there are response delay thresholds beyond which sudden
drops in mental efficiency will occur.

Miller is primarily discussingsystemresponsedelays, that is periodswheretheuser
hasmadeanactionandis waiting for thesystemto respond.He placesresponsibility
for these effects on limits of human short-term memory(Miller , p. 268):

WhenI shift from temporarily memorizingthe telephone
numberto dialing it, short-termmemoryis holdingthisset
of digits andthegoal actionof completingthedialing. An
interruptionor delayin achieving a goal usuallyresultsin
a degreeof frustration. Thelonger a contentmustbeheld
in short-termmemory, the greater the chancesof forget-
ting or error.
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This thesisextendsMiller’ s argumentandcontendsthat the two-secondrule applies
not only to waiting,but alsoto performingsubtasksthatdistractfrom a primarytask.
For example,whenperforminga searchfor informationabouta sub-topica person
needsto useshort-termmemoryto keephis placein thelargerframework of thetask.
Theamountof short-termmemoryrequired,andthustheamountof effort requiredin
thetask,will dependonanumberof factorsincludingthecomplexity of thesub-task,
theamountof time requiredto completethetaskandthesimilarity of thesub-taskto
theprimarytask.It will alsodependon how muchclosurethereis in theprimarytask
at themomentof interruption;an interruptionwill causelesseffort whenperformed
between two cognitive “clumps” than when performed in the middle of an action.

(Jarvenpaa 1989)
Jarvenpaa, S. The effect of task
demandsandgraphicalformaton
informationprocessingstrategies.
Management Science, 35:285-
303, 1989

(Russo 1977)
Russo, J. The value of unit price
information.Journal of Market-
ing Research, 14:193-201,1977

(Woods 1994)
Woods, D. et al.Behind Human
Error: Cognitive Systems, Com-
puters, and Hindsight.CSERIAC
SOAR report 94-01, 1994, pp.
113-119.

Thereareseveralstudiesthatshow minorshiftsin theamountof effort requiredto use
informationfor agiventaskcanhave largebehavioral effects.For example,Jarvenpaa
hasshown thatthewaygraphicalinformationis arrangedonadisplayaffectsboththe
decisionstrategy usedandtheorderin which a decisionmaker acquiresinformation
(Jarvenpaa1989). Anotherexampleinvolvesthedisplayof pricesin grocerystores.
Russohasshown that when a productdisplay includesper-unit pricesthe salesof
lower unit priceproductsgo up within a brand(Russo1977). However, thereis little
switchingbetweenbrandswhenunit-priceinformationis only listedunderindividual
products.This behavior is presumablybecausedifferentsizesof the samebrandare
placednext to eachother, but between-brandcomparisonrequirescomparingprices
that are distributed across15 feet of shoppingaisle.When unit pricesare listed in
orderon a singledisplayat the endof eachaisle,customersstart to switch between
brandsto find the cheapestoverall per-unit price. Finally, David Woods (Woods
1994)describesseveralcaseswherepoor informationdisplayhasled to errorsin air-
planepiloting andsurgery, especiallyduringperiodsof high tempoof operationand
high cognitive load.

3.1.4 Application to
JITIRs

There are many ways a person can discover information: she can try to remember,
searchthewebor emailarchives,talk to acoworker, go to thelibrary, etc.In termsof
the theories given above, each of these activities has an associated expected benefit,
computed by summing the benefit of all possible outcomes times the probability of
that outcome. Each activity will also have expected costs including cognitive and
physical effort, social cost, and possibly an economic cost.

Whenappliedto theinformationsearchdomain,thesetheoriessuggestthatif thecost
of finding andusinginformationis morethantheexpectedutility of thesearchthen
thesearchwill not beperformed.This decisionnot to actcouldoccurfor severalrea-
sons.First, the desiredinformationmay not be importantenough.For example,the
searchermight think she“remembersit well enough,” or theremight be little reward
for accuracy. Shemight alsothink a searchwill not befruitful, andthustheexpected
valueis low evenif anunexpectedlygoodresultwould beworthwhile.This expecta-
tion might beaccurate,or thesearchermaybeundulypessimistic.Finally, shecould
be undertime pressureor dealingwith a poor searchinterface,and thus the effort
required for a search is too costly.
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FIGURE 8. Example effort-accuracy trade-offs for information lookup

Figure8, which is basedupona similar figure in (Payne,p. 93), shows onepossible
cost-benefittrade-off for discoveringa particularpieceof information.In this exam-
ple, askinga coworker for informationis easyandhasa moderateexpectedbenefit,
searchingemailarchiveshasa highercostandlower benefit,andgoingto thelibrary
hasthehighestexpectedcostandalsothehighestexpectedbenefit.Thedottedline is
the“line of action.” Activities to the left andabove the line will beperformed,while
activities to the right or below the line will not. An individual with the given effort-
accuracy trade-offs would aska coworker for information,but would not botherto
search her email archives or go to the library.

The line of actionrepresentsthe trade-offs betweencostandbenefitfor a particular
task,andcanshift with changingpriorities.For example,anincreasedneedfor accu-
racy would reducetheslopeof the line, andthusmorekindsof informationsearches
might be performed.Increasingtime pressurewould causethe reverse.The position
of informationresourcescanalsoshift over time. For example,if thecoworker goes
homefor the night the additionaleffort of askinghim a questionwould shift that
resource to the right.

A few detailsneedto beaddedto theover-simplifiedexamplegivenabove.First, the
“line of action” is not necessarilylinearat all. As mentionedin thediscussionof the
Two-secondRule(Section3.1.3),therecanbethresholdsbeyondwhichany increased
effort will have largeeffectsonwhetheranactionwill betaken.Second,theavailabil-
ity of othermethodsfor retrieving informationwill affect theactionthatwill betaken.
For example,a personmight bewilling to go to thelibrary to geta pieceof informa-
tion, but if shemight first askheroffice mateandonly go to the library if hedoesn’t
know theanswer. Third, theevaluationof expectedcostsandbenefitsassociatedwith
aninformationsourcearecontinuouslyupdatedevenwhile in theprocessof usingan
informationsource.For example,asearcherfor informationmaybebrowsingtheweb
looking for information.Halfway throughthe web searchshecomesacrossa page
thatmentionsa bookthathastheanswersheis looking for. This new informationhas
two effects.First, it changestheexpectedeffort of finding informationin the library,
becausenow shehasthe exact referencefor the book sheneeds.Second,it changes
theexpectedbenefitof goingto the library becausenow sheknows that the informa-
tion will bethere(assumingthebookis not checkedout,assumingtheinformationis
accurate,etc.).With this new informationthe searchermight stopher web searchin
mid-stream and immediately go to the library.

go to library

ask coworker

High

High expected effort

search archives

expected
accuracy
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FIGURE 9. User interaction with retrieval of more information

Figure9 shows the interactionsa userwill have with a genericJITIR. Theprocessis
iterative: at every step the user will consciouslyor unconsciouslyreassessthe
expectedbenefitsandcostsof accessingnew information,andact accordingly. For
example,saya userof theRemembranceAgentis writing a projectproposal(his pri-
marytask).Hemaybriefly wonderif thereis informationrelevantto theparagraphhe
just wrote. He doesnot expect information to exist, but it is worth a quick glance
down at the RA’s displaybecausethe costof a glanceis low. If he doesnot seeany
suggestionsthat are likely to be usefulhe will go back to his primary task,having
spentlessthana secondin the interaction.On theotherhand,if henoticesinforma-
tion that might be useful then he will reassesshis expectedbenefitsand costsand
might decideto look at what keywords were associatedwith the suggestion,or to
bring up and read the full document.

In thisway, JITIRsperformtwo majorfunctions.First, they reducethecostof search-
ing for informationby doing mostof the work automatically. In termsof an effort-
accuracy trade-off, a JITIR is a resourcefor retrieving informationthat is lesscostly
thanotherinformationresources(i.e. to theleft of otherresourceson theeffort-accu-
racy graph).Second,by makingit easyto get informationaboutwhat informationis
available, JITIRs can changethe expectedbenefitof searchingfor information in
moredepth,andthusencouragethe retrieval of moreinformation.This is especially
true if a JITIR displaysinformation in stages,as is describedin the discussionof
rampinginterfacesin Section3.3.5.Both thesefunctionsincreasethe likelihoodthat
information is retrieved and used.

It shouldbe notedthat while a JITIR reducesthe cost of accessingand assessing
information,it doesnot completelyeliminatethesecosts.Thereis still thesmall but
importantcostof looking at a suggestionandevaluatingwhetheror not the result is
useful.Therecanalsobe a costfor usingthe given informationeven after it is sup-
plied.For example,if a JITIR suppliesa citationfor a technicalpaper, it maystill be
necessaryto find the actualpaperand readit beforeincorporatingthat knowledge.
Finally, thereis thecostin screenreal-estateusedto displaysuggestions,andtheCPU
cost involved in performingsearchesthat may never be used.Many of theseissues
will be discussed further in Section3.3: Interface Design.
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Giventheframework shown in Figure9, theinformationreturnedby a JITIR canfall
into five categories:

1. Falsepositive (useless): Theinformationis notuseful.Thiscouldbedueto a fail-
ure of the underlying search technology, low-quality information, or a mismatch
betweentheinformationprovidedandtheimmediatetaskathand.As anexample
of the last case, detailed technical specifications for cellular phone frequencies
would be useless to someone who simply wanted to decide what calling plan to
purchase.

2. False positive (already known): The information is useful, but is already known
and has already been used or discarded. For example, based on a scientific paper
being written a JITIR might suggest a journal article that has already been refer-
enced or that the author has already deemed unnecessary.

3. DecreasedCost: Theexistenceof theinformationis known,but it is notworththe
effort to searchfor it throughothermeans.For example,theJITIR mayprovidean
exact quote when otherwise an author would paraphrase. By presenting the infor-
mation directly, the cost of accessing the information is greatly decreased. In this
case,theagentis aninformationresourceto theleft of otheravailablesearchtech-
niques shown in Figure8.

4. Incr eased Expected Benefit: The information provided by the agent is not itself
useful, but it indicates the existence of other information that might be valuable.
For example, a JITIR might present a piece of email that is related to a current
project proposal, but provides no information that can be directly applied to the
taskathand.Theemailmightstill indicatethatlookingatotheremailin thesame
thread or talking to the sender could be fruitful. Here the JITIR does not decrease
the cost of finding the author and talking to him, but it does increase the expected
benefit of doing so. In this case it may be that reading the entire document sug-
gestedis below theline of action(too low anexpectedbenefitto usedirectly),but
seeing the summary of the suggestion gives new information aboutanother
resource that increases the expected benefit of using that other resource.

5. Decreased Cost and Increased Expected Benefit: The existence of the informa-
tion provided was not known and is useful. In this case the JITIR decreases the
costof accessingthefull documentsuggestedandalsoincreasestheexpectedben-
efit of retrieving the document based on the summary. For example, a researcher
may not think a reference exists about a particular esoteric field. The expected
benefit of performing a search for any information is therefore quite low, and not
worthmoreeffort thanaquickglanceat theJITIR display. If theJITIR suggestsa
paperdescribingnew work in thefield, theexpectedbenefitof diggingfurtherfor
the suggested information is now much higher. In fact, since the existence of the
paper is now known the expected benefit is equal to the user’s estimated value of
thepaper, basedonthesummary. At thesametime,thecostof accessingthepaper
is much lower than it would be without the JITIR.

3.2 Finding Useful
Inf ormation

This section presents theory from information retrieval that is applicable to the ques-
tion:

How cana JITIR find informationthat wouldbeusefulto
a person by looking at that person's current local context?

The perfect retrieval engine for a JITIR would be able to magically know with cer-
taintywhetherapieceof informationwouldbeusefulto aperson.Thenext bestthing
would be an engine that could know a person’s task, what information he already
knows, the thoughts he is currently thinking and how he processes new information.
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With such information a JITIR could easily deduce whether information would be
useful.Unfortunately, JITIRshaveneithertheability to prognosticatenorreadminds.
A JITIR mustmakeduewith whatever limited informationit cansenseautomatically
from a person’s computational or physical environment, plus any heuristics that can
be designed into the system.

3.2.1 Overview of
Inf ormation Retrieval

Peoplehave theability to understandabstractmeaningsthatareconveyedby natural
language.This is why referencelibrariansareuseful;they cantalk to a library patron
abouther informationneedsandthenfind thedocumentsthatarerelevant.Thechal-
lengeof informationretrieval is to mimic this interaction,replacingthelibrarianwith
anautomatedsystem.This taskis difficult becausethemachineunderstandingof nat-
ural language is, in the general case, still an open research problem.

(Frakes 1992)
Frakes, W. and R. Baeza-Yates
(eds.),Information Retrieval:
Data Structures and Algorithms,
1992

More formally, thefield of InformationRetrieval (IR) is concernedwith theretrieval
of informationcontentthat is relevant to a user’s informationneeds(Frakes1992).
InformationRetrieval is often regardedassynonymouswith documentretrieval and
text retrieval, thoughmany IR systemsalsoretrieve pictures,audioor othertypesof
non-textual information.The word “document” is usedhereto includenot just text
documents, but any clump of information.

Sparck Jones 1997)
Sparck Jones, K. and P. Willett
(eds.),Readings in Information
Retrieval, 1993

(van Rijsbergen 1979)
van Rijsbergen, K.,Information
Retrieval, 1979

Documentretrieval subsumestwo relatedactivities: indexing andsearching (Sparck
Jones1997). Indexing refersto the way documents,i.e. informationto be retrieved,
andqueries,i.e. statementsof a user’s informationneeds,arerepresentedfor retrieval
purposes.Searchingrefersto theprocesswherebyqueriesareusedto produceasetof
documentsthatarerelevant to thequery. Relevanceheremeanssimply thatthedocu-
mentsare aboutthe sametopic as the query, as would be determinedby a human
judge.Relevanceis an inherentlyfuzzy concept,anddocumentscanbemoreor less
relevant to a given query. This fuzzinessputs IR in oppositionto Data Retrieval,
which usesdeductive andbooleanlogic to find documentsthat completelymatcha
query(van Rijsbergen 1979).

3.2.2  Evaluation in IRInformationretrieval algorithmsareusuallyevaluatedin termsof relevanceto agiven
query, which is anarduoustaskconsideringthatrelevancejudgementsmustbemade
by ahumanfor eachdocumentretrieved.TheText REtrieval Conference(TREC)pro-
videsis a forumfor poolingresourcesto evaluatetext retrieval algorithms.Document
corporaare chosenfrom naturally occurringcollectionssuchas the Congressional
Record andtheWall StreetJournal. Queriesarecreatedby searchingcorporafor top-
icsof interest,andthenselectingqueriesthathaveadecentnumberof documentsrel-
evant to that topic. Queriesandcorporaaredistributedto participants,who usetheir
algorithmsto returnrankedlistsof documentsrelatedto thegivenqueries.Thesedoc-
umentsare then evaluatedfor relevanceby the samepersonwho wrote the query
(Voorhees 1999).

(Cooper 1973)
Cooper, W., On selecting a mea-
sure of retrieval effectiveness.
Part 1.Journal of the American
Society for Information Science,
24:87-100, 1973

This evaluationmethodis basedon two assumptions.First, it assumesthat relevance
to a query is the right criterion on which to judgea retrieval system.Other factors
such as the quality of the documentreturned,whetherthe documentwas already
known, theeffort requiredto find a document,andwhetherthequeryactuallyrepre-
sentedtheuser’s true informationneedsarenot considered.This assumptionis con-
troversial in the field. One alternative that has beenproposedis to determinethe
overallutility of documentsretrievedduringnormaltask(Cooper1973). Userswould
be asked how many dollars(or otherunits of utility) eachcontactwith a document
wasworth. Theanswercouldbepositive, zero,or negative dependingon theexperi-
ence.Utility would thereforebedefinedasany subjective valuea documentgivesthe

(Voorhees 1999)
Voorhees, E. and D. Harman,
Overview of TREC7, in NIST
Special Publication 500-242,
1999
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user, regardlessof why thedocumentis valuable.Thesecondassumptioninherentin
theevaluationmethodusedin TRECis thatqueriestestedarerepresentative of que-
ries thatwill beperformedduringactualuse.This is not necessarilya valid assump-
tion, since queriesthat are not well representedby documentsin the corpusare
explicitly removedfrom consideration.Thesetwo assumptionscanbesummarizedas
follows: if a retrieval systemreturnsno documentsthat meeta user’s information
needs,it is not consideredthe fault of the systemso long the failure is dueeitherto
poor query construction or poor documents in the corpus.

3.2.3 Methods for IR Therearemany differentmethodsfor both indexing andretrieval, anda full descrip-
tion is out of the scopeof this thesis.However, a few broad categories will be
described to give a feel for the range of methods that exist.

(Salton 1975)
Salton, G. et al, A vector space
model for automatic indexing.
CACM, 18:613-620, 1975

Vector-space model.The vector-spacemodel representsqueriesand documentsas
vectors,whereindexing termsareregardedasthecoordinatesof a multidimensional
informationspace(Salton 1975). Termscanbe words from the documentor query
itself or picked from a controlledlist of topics.Relevanceis representedby the dis-
tance of a query vector to a document vector within this information space.

(van Rijsbergen 1979)
van Rijsbergen, K.,Information
Retrieval, 1979

Probabilistic model.The probabilisticmodelviews IR asthe attemptto rank docu-
mentsin orderof theprobabilitythat,givenaquery, thedocumentwill beuseful(van
Rijsbergen1979). Thesemodelsrely on relevancefeedback:a list of documentsthat
havealreadybeenannotatedby theuserasrelevantor non-relevantto thequery. With
this informationandthe simplifying assumptionthat termsin a documentare inde-
pendent,an assessmentcanbe madeaboutwhich termsmake a documentmoreor
less likely to be useful.

(Rau 1988)
Rau, L., Conceptual information
extraction and retrieval from nat-
ural language input. InRAIO 88,
1988, pp. 424-437

Natural language processing model.Most of the other approachesdescribedare
tricks to retrieverelevantdocumentswithout requiringthecomputerto understandthe
contentsof a documentin any deepway. NaturalLanguageProcessing(NLP) does
not shirk this job, andattemptsto parsenaturallyoccurringlanguageinto representa-
tionsof abstractmeanings.Theconceptualmodelsof queriesanddocumentscanthen
be compared directly(Rau 1988).

(Chakrabarti 1999)
Chakrabarti, S. et al. Mining the
Web’s link structure.Computer,
32(8), Aug. 1999, pp. 60-67.

Knowledge-based approaches.Sometimesknowledge about a particular domain
canbeusedto aid retrieval. For example,anexpertsystemmight retrieve documents
on diseasesbasedon a list of symptoms.Sucha systemwould rely on knowledge
from themedicaldomainto makeadiagnosisandretrieve theappropriatedocuments.
Other domainsmay have additionalstructurethat can be leveraged.For example,
links betweenweb pageshave beenusedto identify authoritieson a particulartopic
(Chakrabarti 1999).

(Lee 1995)
Lee, J. Combining Multiple Evi-
dence from Different Properties
of Weighting Schemes, in
SIGIR’95, 1995, pp. 180-188

Data Fusion.Datafusion is a meta-techniquewherebyseveral algorithms,indexing
methodsandsearchmethodsareusedto producedifferentsetsof relevantdocuments.
Theresultsarethencombinedin someform of voting to produceanoverallbestsetof
documents(Lee 1995). TheSavantsystemdescribedin Chapter2.7 is anexampleof
a data fusion IR system.

3.2.4 What is Local
Context?

The prime differencebetweenIR andJust-In-Time InformationRetrieval is that the
former is basedon a human-generatedqueryandthe latter is basedon local context.
Therehasbeenmuchdiscussionsofaraboutlocal context andlocalenvironment,but
thesetermshave not yet beenformally defined.Context doesnot meananything and
everythingin theenvironment.If it did thenasearchenginewouldqualify asaJITIR,
becausesearchenginesperformqueriesbasedon the text typed into an entry field,
which is a partof theenvironment.In fuzzy terms,context is asopposedto text; it is
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the“everythingelse”of theenvironment.Moreprecisely, context is thesetof features
in theenvironmentthatarenot explicitly intendedasinput into thesystembeingdis-
cussed.Therefore,a context-awareapplicationis a systemthatcansensetheenviron-
mentbeyond the direct input intendedto control that system.For example,a smart
housethatturnstheheatdown whenpeopleleave is a context-awaresystem,because
leaving thehouseis not (usually)performedjust to turn down theheat.On theother
hand,a door that openswhena key-card is swipedthrougha readeris not context-
aware even thoughit sensesthe environment,becausethe only thing it sensesare
actions taken with the sole intent of controlling the door.

This definitionof context is dependenton theintentof theuser. For example,a smart
room that automaticallyturnsthe heatdown wheneveryoneleavesthe housewould
beusingcontext to control theheat.However, saya personthinks the roomwastoo
warm andinsteadof turning down the thermostatsheleavesthe room with the sole
intentof turningoff theheat.In this situation,theactof leaving the roomis a direct
action,no differentin theorythanpushinga buttonor turninga dial to “colder.” Her
actionof leaving theroomis not context, by astrict interpretationof thedefinition.In
practicaltermsthis confusionof intent canbe avoidedby talking aboutthe normal
andintendedusageof an application.Thusa smartroom is a context-awareapplica-
tion so long as the intendeddesignis to automaticallyset the temperaturewithout
human intervention.

Theotherpart thatneedsdefinition is “local.” In Chapter1, the ideaof local context
wasusedto distinguishJITIRsfrom notificationsoftwaresuchasalertsandnewspa-
perclipping services.Clearly local at leastimpliesspatiallocality. Effectsoutsideof
the immediatevicinity of the userarenot usedby a JITIR. However, local context
could be definedto include what is usually called a userprofile. Sucha definition
would include not only the environmentarounda userbut also his currentprefer-
ences,list of gifts heneedsto buy, bookshe’d like to read,etc.It couldeven include
his history of actions and interests over time.

The definition of “local context” usedhereis not that broad.In addition to spacial
locality, local context alsoimpliesfeaturesthatshift relatively quickly over time.For
example,the keywordsthat make up a person’s interestprofile might changeslowly
over the courseof years.The list of gifts he needsto buy might changeover the
courseof monthsor weeks.The peoplehe is talking to right now changeover the
courseof minutesor hours.The rapidity of changefor a featureplacesit on a spec-
trumbetweenuserprofileandlocal context, with localcontext beingthosefeaturesof
the environmentthat changemost rapidly. In the middle of this spectrumaregrey-
areafeaturesthat changeover the courseof hoursor even days.For example,some
systemsthat aredefinedasJITIRs in the RelatedSystemschapter(Chapter6) base
the informationretrieved on a profile built up over several hours.Ratherthandefine
anarbitrarydemarcationbetweenlocalcontext anduserprofile,this thesisacceptsthe
fuzziness of the definition.

3.2.5 Sensing vs. IRThe informationthat is availableandusableby a JITIR dependson the taskdomain.
In a computationalenvironmenta JITIR cansensethe text a personwrites or reads,
the applicationshe has open, the peoplewith whom he communicates,etc. Such
informationis especiallyusefulfor finding documentson relatedsubjectsor applica-
tion-specificinformation,e.g.informationaboutemail corespondents.With physical
sensorsa JITIR canknow peoplein theroom,location,time of day, etc.It might also
sensetask-specificinformationsuchaspatientvital signs,reportsfrom mechanical
diagnostic equipment, or radiation levels.
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In sometaskdomains,the sensingis the hardestpart of decidingwhat information
mightbeuseful.For example,aJITIR might take informationin from acamera,iden-
tify facesfrom the video streamandpresenta quick biography of that person.The
hardpartof this sequenceis performingautomaticface-recognitionfrom a raw video
stream.Oncea faceis recognized,finding a biography is a simpledatabaselookup.
Therecognitionof suchhigh-level featuresis oftencalled“perception”to distinguish
the results from unprocessed physical sensor data.

In othertaskdomainssensingis trivial, but determiningtheusefulnessof information
is hard.For example,it is veryeasyfor aJITIR to “sense”all thewordsthathavebeen
typedinto a word processorwindow. Oncethesewordsareknown it is quitedifficult
to know whatdocumentsmight berelevant.At somelevel of analysisthedistinction
betweenperceptionandunderstandingis arbitrary:thereis no fundamentaldifference
betweenassociatinga person’s namewith a raw videostreamandassociatinga topic
with a raw text stream.In practice,perceptiontendsto find featuresfrom physical
information suchas video and audio streamswhile information retrieval and data
mining tendto look at computationalinformationsuchastext or interactionhistory.
The techniques used are often similar, though the details differ.

TheJITIRsimplementedin this researchcanusemany differentkindsof information,
includingphysical sensors.However, all threeimplementationsrely mostheavily on
text retrieval techniquesbasedon thetext a personis writing or reading.This focusis
mainly dueto the generalityof text; a wide variety of domainscanusea text-based
JITIR. Physicalsensorsareimportantandareexploredwith Jimminy, but they arenot
the primary focus of this research.

3.2.6 Priors A person chooses information resources based on her needs at the time. If a doctor
needs a medical reference she will use the National Institute of Health (NIH) search
site. If she wants to know where to play golf she will browse the tourism board data-
base.Thechoiceof informationsourceis oneof thebestindicationsof aperson’scur-
rent needs. In terms of probability, the fact that a person chose a particular database
gives a strong prior that information in that database will be useful. This is informa-
tion that is implied by a human-generated query in addition to the query text itself.

UsuallyJITIRsdonothavesuchadirectindicationof whatinformation,if any, might
bevaluableto auseratacertaintime.Oneway to makeup for this lackof priorsis to
combineall information that might be useful into one databaseand usetraditional
information-retrieval techniqueson the combinedcollection.Sucha databasewould
includeall the medicalinformationfrom the NIH andall the golf informationfrom
the tourism board,plus other information.Unfortunately, sucha solution doesnot
scale.Large databasesput large memoryandcomputationaldemandson a retrieval
engine.More importantly, a databasethat coversa large rangeof topicshasonly a
smallpercentageof documentsthataredirectly relatedto a person’s current informa-
tion needs,even if the raw numberof usefuldocumentsis quite large. With sucha
diluted database,it is likely that the resultsreturnedwill be useless,even if useful
information exists somewhere in the corpus.

Of course,somepriorsexist evenwith JITIRs.Thekindsof informationthat canbe
providedby a JITIR will beimplicitly constrainedby its interface,thesensorsit uses
andthepeoplewhouseit. For example,aJITIR embeddedin awordprocessorcanbe
expectedto provide informationthatmight berelatedto anything typedin thatappli-
cation,but not in otherapplications.The environmentin which a JITIR is deployed
providessomenaturallimits on the kinds of tasksbeingperformed,thoughusually
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notasmany asareenjoyedby aspecializedsearchengine.It is alsosometimespossi-
ble to usefeaturesof the taskenvironmentto make a goodfirst guessat the kind of
informationthat might be mostuseful.For example,the RA usesthe Emacsediting
modeto tell whethera personis readingemail,writing codeor writing a paper. This
information is used to choosebetweenarchived email, a code library, or paper
abstracts from the INSPEC database.

3.2.7 Multiple TopicsIn a manual information system a person usually searches for one piece of informa-
tion at a time. In contrast, a person’s environment will usually relate to several differ-
ent subjects. For example, this thesis ranges from discussion of information retrieval
to interfacedesignto specificimplementationsof JITIRs.Emailwill oftencovereven
more disparate topics within the same message.

(Hearst 1994)
Hearst, M. Multi-Paragraph Seg-
mentation of Expository Text, in
Proc. of the ACL, June 1994

Sometimesmultiple-subjectqueriescanbeanadvantage.Any documentthatmatches
morethanoneof the subjects(e.g.in this caserelatingto both informationretrieval
andinterfacedesign)is likely to bea usefuldocument,anddocumentsrelatingto just
one subjectrepresentedin a query might still be useful.However, multiple-subject
queriescanalsocausetraditionalIR techniquesto missdocumentsthatarevery rele-
vant to one particularsubjectin favor of documentsonly somewhat relevant to all
subjectsrepresented.Onesolutionto this problemis to breakqueriesinto segments
andannotateeachsegmentseparately. For example,Margin Notesannotatessections
that aredeterminedby analyzingthe web page’s HTML tags.The RA, on the other
hand,allows theuserto definemultiple scopesthat look at differentsizedneighbor-
hoodsof wordsaroundthecursor. Futureversionsmight alsosegmentplain-text doc-
umentsinto individual topics throughlinguistic analysis,as is describedin (Hearst
1994).

Furthermore,partsof theenvironmentmight not beusefulto a retrieval engineat all.
For example,a signature-lineat thebottomof anemailmaynot containany informa-
tion relevantto aperson'scurrenttaskor interests.This informationmustthereforebe
removed or otherwise ignored.

3.2.8 Evaluation of
JITIRs

An important question is what metrics should be used to evaluate a JITIR. As dis-
cussed in Section3.2.2, IR algorithms are typically evaluated based on whether the
documents returned are relevant to the given query. It is assumed that the query is a
good indication of the user's interests. Because JITIRs have no human-specified
query, the concept of relevance as the primary evaluation metric is even more prob-
lematic than for traditional IR. If a JITIR returns no documents that meet a user’s
informationneedsdueto poorqueryconstructionor poordocumentsin thecorpus,it
is the system’s fault because the system chose that query and corpus automatically.

It is alsopossiblefor a documentto be too relevant to a person’s environmentto be
useful. For example, early versionsof Margin Notes would occasionallysuggest
email that washighly relevant to the web pagebeingread.Theseemailswereoften
direct quotesfrom the web page,and offered no information apart from what was
already on the page being annotated.

A bettermetricfor evaluationis theutility aJITIR provides.Theutility of aJITIR can
rangefrom directly helpingwith thecompletionof a taskto providing entertainment
or reassurancewithoutdirectlyaidingwith thecurrenttask.Utility is agoodmetricof
successfor two reasons.First,unlikerelevance,utility by definitionhasintrinsicvalue
to a user. Relevance,on theotherhand,is thegoalof anIR systemonly becauseit is
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assumedthat in normalsituationsrelevancewill imply utility. As will be shown in
Chapter5.3.2andChapter5.4.3,in thecontext of a JITIR relevancedoesnot neces-
sarily imply utility andvice versa.Second,the useof utility asan evaluationmetric
assumesthatqueryandcorpuschoicearetheresponsibilityof thesystemratherthan
the responsibilityof theuser. Third, it takesinto accountthe fact thatmany kindsof
information might be desirable to a user for a variety of reasons.

(Budzik 2000)
Budzik, J. et al., Beyond Similar-
ity. To appearin WorkingNotesof
the AAAI 2000 Workshop on AI
for Web Search, July 2000

As discussedin Section3.2.2,relevanceis oftencorrelatedwith usefulnessbut is not
thesamething.In thecontext of JITIRs,thisassertionis experimentallydemonstrated
both in (Budzik 2000) and in Chapter5.3.2.The difficulty with using utility as an
evaluationmetric is that utility is dependenton many factors,including the current
taskbeingperformed,theknowledgetheuseralreadyhas,andtheuser’scurrentlevel
of distraction.Thevariousfactorsthatcancontributeto thevalueof a particularsug-
gestion are discussed more in Chapter5.4.3.

3.2.9 Retrieval With a
JITIR

In spiteof thedifferencesdescribedabove, many of the techniquesandmodelsused
in IR canbereadilyadaptedfor usein JITIRsby substitutinga representationof the
user’s environmentin placeof a humangeneratedquery. For example,a vector-space
approachto JITIRs (Salton 1975)would producedocumentsthat aresimilar to the
informationcontainedin theuser’s environmentasrepresentedin a multidimensional
informationspace.Theothermethodscanlikewisebeadapted.However, a few differ-
encesremainthatmustbeaddressed,especiallywhendealingwith retrieval basedon
text documents and automatically-generated queries.

(Jansen 1998)
Jansen, B., et al. Searchers, the
Subjects they Search, and Suffi-
ciency: A Study of a Large
Sample of EXCITE Searches. In
Proceedings of WebNet-98, 1998

(Harman 1995)
Harman, D. Overview of the
Third Text REtrieval Conference
(TREC-3),in NISTSpecialPubli-
cation 500-226, 1995

Queries are longer. In thepastfive yearstheIR field hasbeenattemptingto produce
relevantdocumentsbasedonshorterqueries.This trendhasbeenspurredby theneeds
of websearchengines,wheretheaveragequerylengthis lessthanthreewords(Jan-
sen 1998). Many of the techniquesdevelopedhave beenways to perform query
expansion,wherea shortqueryis automaticallyaugmentedwith wordsappearingin
the bestranked documentsof an initial probesearch(Harman 1995). With JITIRs,
the environmentprovidesa large amountof datathat canpotentiallybe a part of a
query, so query expansion is less important.

Both indexed documents and queries are multivariate. Both documents being
suggestedandqueriesthemselveswill often containpeople'snames,dates,subjects,
abstracts,locations,phonenumbers,anda hostof otherinformationtypes.While this
canbetrueof manualqueriesaswell, manualqueriesareoftensparserdueto thedif-
ficulties of entering large amounts of data.

(Hull 1998)
Hull, D., The TREC-7 Filtering
Track: Description and Analysis,
in NIST Special Publication 500-
242, 1998

JITIRs need both ranked best and filtering. Search engines normally produce a
rank-best list of hits for a given query. The absolute relevance score of a hit is not
important as long as the relative ranking is correct. JITIRs require a combination of
ranked-best evaluation and filtering. They need to display the top few hits, but also
need to display an absolute confidence in the relevance of a suggestion and to poten-
tially suppressthedisplayof low-qualitysuggestions.Thisneedfor filtering is similar
to the problem faced by text-filtering systems such as automatic newspaper-clipping
services.However, thesesystemsassumethatastreamof documentsarecomparedto
along-lastingsetof queryprofiles,suchasalist of keywordsexpressinguserinterests
(Hull 1998). Thequeriesin JITIRsarenot long-lasting,somostof themachine-learn-
ing techniques used by these text-filtering systems cannot be applied.

(Salton 1975)
Salton, G. et al, A vector space
model for automatic indexing.
CACM, 18:613-620., 1975
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High precision is required. Information retrieval researchersoften talk about the
trade-off betweenprecision(makingsureall suggesteddocumentsareof high rele-
vance)andrecall(makingsureall relevantdocumentsaresuggested).BecauseJITIRs
largely play a supportingratherthana primarytaskrole, they usuallyshouldnot sug-
gestmorethana few documents.More suggestions,evenif all of themwererelevant,
would be too muchof a distraction.For this reason,the information retrieval algo-
rithms for JITIRs should tend to favor precision over recall.

3.3 Interface DesignThe question addressed in this section is one of interface design and human factors:

How shoulda remembranceagentpresentpotentiallyuse-
ful information?

Themostimportantdesignconstraintfor JITIRsis thatreadingsuggestedinformation
shouldbe a secondarytask. Unlike usersof a searchengine,JITIR usersare not
actively seekinginformation being suggested.They are less tolerantof distraction
from their primary task,andarelesswilling to dig throughsuggestionsto getuseful
information.Furthermore,evenif asuggestedtext is highly relevantto auser'scurrent
context, hemaynotbeinterestedin it. Thetext couldalreadybeknown, theusermay
not wish to be distracted,or he may simply not want any new information.For this
reasonaninterfacemusthavea low costfor falsepositives.It mustbeanon-intrusive
interface.However, it cannotbe so ignorableasto never be noticed.It mustalsobe
accessable; it mustbe easyto switch betweenthe primary taskandthe information
beingprovided.The first criterion relatesto what is calledfocusof attention,while
the second criterion relates to divided attention.

3.3.1 Focus of AttentionAttentionis limited. Whenapersonis engagedin a task,it is difficult to payattention
both to that task and to a JITIR simultaneously. Cognitive science has many theories
as to why and how mental attention is limited, but these theories do not agree. A full
discussionof focusof attentionis beyondthescopeof this thesis,but abrief synopsis
follows.

(Broadbent 1958)
Broadbent,D. E.,Perceptionand
Communication, 1958

Thedominanttheoryof attentionis thatof limited capacityandfiltering. The ideais
that thebrain is a limited computationalresource,andthereforefocusof attentionis
requiredto allocatethis limited resource(Broadbent 1958). Information from the
eyes,earsandothersensesis processedandfilteredsuchthat laterprocessingis only
performed on the information that was attended.

(Cherry 1953)
Cherry, E. C., Some experiments
ontherecognitionof speech,with
one and two ears.Journal of the
Acoustical Society of America,
25:975-979, 1953

(Moray 1959)
Moray, N., Attention in dichotic
listening: Affective cues and the
influence of instructions.Quar-
terly Journal of Experimental
Psychology, 11:56-60, 1959

Oneof themainquestionsin thefilter theoryis what informationgetsfilteredat dif-
ferent stagesof processing.Broadbentproposedan early-filter view in which non-
attendedinformation is not processedbeyond its basicphysical characteristics(e.g.
pitch, location,andintensity).This theoryexplainswhat is calledthe cocktail-party
effect, wherea personcanconcentrateon a singleconversationat a party andeffec-
tively block out other conversations(Cherry 1953). However, subsequentresearch
hasshown that somesemanticinformationcanbe detectedin an otherwiseignored
audiochannel,includinga subject’s own name(Moray 1959). This researchhasled
othersto concludethatsemanticinformationis at leastpartially processed,andfilter-
ing occursaftersuchprocessing.Oneproblemwith theselate-filteringtheoriesis that
they do not explain why a focusof attentionis required,giventhatprocessingoccurs
anyway.
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(Duncan 1979)
Duncan,J.,Dividedattention:the
wholeis morethanthesumof its
parts.Journal of Experimental
Psychology: Human Perception
and Performance. Vol. 5, No. 2,
1979, pp. 216-228

(Shaffer 1975)
Shaffer, L. H., Multiple attention
in continuous verbal tasks. In
P.M.A. RabbitandS.Dornic,eds.
Attention and Performance V.,
1975

Other researcherscontendthat the questionshouldnot be whetherfiltering occurs
earlyor late,but ratherwhetherthesingle-resourcelimited capacitytheoryis correct
at all. For example,Duncanshowed that whentwo handsperformdifferentactions
there is sometendency for eachhand to perform the action assignedto the other
(Duncan 1979). The filter theory doesnot explain this sort of crosstalkbetween
actionsor stimuli. Evenmoredamagingto thesingle-resourcetheoryis thatdifferent
taskcombinationshave differentamountsof crosstalk,even whenthey useseparate
sensorymodalitiesandseparateeffectorsfor eachpair of tasks.For example,Shaffer
showed that copy-typing from a written transcriptcanbe performedwhile simulta-
neouslyvocally shadowing (repeating)continuousspeechplayedinto a headphone.
However, it is almostimpossibleto simultaneouslyreadaloudandtype from audio
dictation, even for a skilled audio-typist(Shaffer 1975).

(Wickens 1992)
Wickens,C. D., EngineeringPsy-
chology and Human Perfor-
mance, 1992, pp. 375-382

To accountfor suchcrosstalk,Wickensproposesa multiple-resourcetheoryin which
processingrelieson threeindependentdichotomousresources:stages, modalitiesand
codes(Wickens1992). Thetwo stagesareencoding(which includescentralprocess-
ing) andresponding.Encodingrelatesto the interpretationandprocessingof stimuli
in the environment,e.g. the interpretationof speech.Respondingrefersto selection
and executionof a task, e.g. the productionof speech.Modalities are broken into
visualandauditoryrepresentations,andcodesarebrokeninto spatialandverbalrep-
resentations.By this theory, if two tasksdemandseparateresourceson any of the
threedimensionsthentime-sharingbetweenthe taskswill causelessconfusion.For
example,driving a car hasboth encodingand respondingstages,and is visual and
spatial.Listeningto talk radio,on theotherhand,is encodingstage,auditoryandver-
bal. The two tasksdiffer in at leasttwo dimensions,which is why they canbe per-
formed togethereasily. Tuning to a particularradio station,on the otherhand,is a
largely a response,visual andspatialtask,and is thereforeharderto performwhile
driving without distraction.

(Allport 1989)
Allport, A., Visual Attention, in
Foundations of Cognitive Sci-
ence, Michael Posner (ed), 1989

Alan Allport, oncea supporterof the multiple-resourcetheory, now rejectsit and
insteadexplainsthe needfor suchcrosstalkin termsof a needof a singleselection-
for-action(Allport 1989). In his framework, thereis nocognitive resourcethatcanbe
usedup, thus limiting attention.Instead,limited attentionis an evolved trait that is
designedto ensurea coherenceof behavior whena personis facedwith a complex
environment with multiple goals and effectors. Without a focus of attention,he
argues,apersonmightstartperformingoneactionandshift to anotherbeforetheend-
goalis achieved,undoingwhathasgonebefore.A limited attentionregulatesbetween
the two requirementsof insuringattentionalengagementwith a taskover time and
still allowing for interruptability when necessary.

Allport summarizesthe effects of crosstalkbetweentasksas follows (Allport, p.
639):

Thepatternof resultsin... selective-responsetaskscanbe
summarizedas follows: (1) Whenthe designatedtarget
stimulusprovidesrelativelythe mostcompatibleinforma-
tion source availablefor encodeinto the representational
domain(semanticcategory, color, name, relativelocation,
and the like) neededfor executionof the task,thenmini-
mal or zero interferencefromother, lesscompatibleinfor-
mationsourcesis observed.(2) In contrastwhentheto-be-
ignored distractor information provides an equally, or
evenmore compatible, specification(informationsource)
for encodinginto the required domainof representation
than doesthe (task-designated)target information, inter-
ference– that is, delay in response, overt crosstalkerror,
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or both – is liable to occur. (3) Theextentof interference
will then dependfurther on the availability of other (for
example, spatial) cues,enabling effective segregation of
target and nontarget information.

(Stroop 1935)
Stroop,J.,Studiesof inferencein
serialverbalreactions.Journalof
Experimental Psychology
18:643-662, 1935

(Barr 1981)
Barr, R. A., How dowefocusour
attention?American Journal of
Psychology, 94(4):591-603, 1981

The classic example of crosstalk between stimuli is the Stroop test(Stroop 1935), in
which subjects are asked to name the color of words written in different colored ink.
Whentheword is acolorword thatdoesnotmatchtheink color, e.g.theword“blue”
in yellow ink, subjects are slower to react or read the word instead of name the color.
By Allport’s explanation, the text of the word is a better match for the task of speak-
ing anamethanis thecolorof theink, andthereforecrosstalkoccurs.Theexampleof
typing from dictation while reading aloud is another example of the distractor repre-
sentationmatchingthetaskbetterthantheprimarystimulus.Whenasubjectis asked
to shadow wordsheardin headphoneswhile copy-typing,thewordsheardareabetter
fit for thetaskthanthetext to betyped.Thuslittle distractionoccurs.Whenthesitua-
tion is reversed(readingaloudwhile dictationtyping), thedistractorstimulusis abet-
termatchfor thetaskthantheproperstimulus,soconfusionoccurs.Makingtheinput
stimuli usedby thetwo tasksmoredistinctcanhelpalleviateconfusion.For example,
Barrandothershaveshown thatsubjectscanavoid distractionwhenlisteningto a tar-
get and one or more distractor audio streams when the distractor streams are spoken
in a different voice, in a different ear, or at a different pitch than the target stream
(Barr 1981).

3.3.2 Divided AttentionThe above theoriesdescribelimits of focusedattention: the ability to attend to
intendedstimuli andtaskswhile ignoringothers.Theothersideof thecoin arelimits
on dividedattention: theability to switchbetweentasksor stimuli. Thereis a trade-
off betweenfocusedanddividedattention:thesamesimilarity in displaythatmakesit
harderto focuson onestimulusandignoretheothermakesit easierto switch focus
betweentwo stimuli. This leadsto theproximitycompatibilityprinciple, which states
thathigh displayproximity (similarity) helpsin taskswith similar mentalproximity,
andwhereinformationis relatedandneedsto betreatedtogether(Wickens,p. 98). In
other words, information shouldbe similar in display and structureto partsof the
environmentto which the information is similar mentally, anddissimilarotherwise.
For example,military pilots usehead-updisplaysto placeannotationsvisually on top
of enemyandfriendly aircraft.This useof spatialproximity helpslink theannotation
to theobject,but canmake it moredifficult to processonly onewithout theother. If
aircraftinformationwasinsteaddisplayedin a table,confusionanderrorscouldoccur
if a friendly planehappenedto fly closeto the displayentry for a different(enemy)
plane.

Dividedattentionis alsoeasierwhenswitchingbetweentasksdoesnot requirea large
shift in the contentsof short-termmemory.This observation is obviously the case
when one of the taskshaslow memoryrequirements.For example,turning on the
light while talking on the phonerequireslittle shifting of memorybecausethe loca-
tion of thelight switchcanbeseen:it is knowledgein theworld. However, findingan
object or readingemail while on the phonerequiresmore swappingof short-term
memorybetweentasks,andthe phoneconversationwill probablysuffer. Short-term
memoryalsorequireslessswappingif the two taskssharesimilar mentalmodels,or
schema.For example,several schemawill besharedby tasksthat relateto thesame
generaltask or subject.This relatesback to the proximity compatibility principle.
Miyata and Norman describes the situation as follows (Miyata 1986):
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(Miyata 1986)
Miyata, Y. and D. Norman, Psy-
chological Issues in Support of
Multiple Activities, inUser Cen-
teredSystemDesign, Normanand
Draper (eds.), 1986, pp. 268, 270

Becauseof a person’s limited processingand memory
capacity, onesuspendswork on currentactivity at therisk
of losing track of the current activity by failing to resume
the work where it was interrupted....It is obviouslydiffi-
cult to maintain a task-drivenstate in the presenceof
external events irrelevant to the main task. Task-driven
processingcontinueswhentheprocessingis dominatedby
the schemas relevant to the activity.

Finally, when dividing attentionbetweenseveral visual information sourcespeople
usementalmodelsof probabilitiesof eventsto helpguidetheir sampling.For exam-
ple, airline pilots will glanceat rapidly changingdisplaysmore often than slowly-
changingdisplaysbecausethe probability that the displayhasmoved becomeshigh
more quickly (Wickens,p. 78). Suchbehavior fits nicely into the accuracy-benefit
framework described in Section3.1.2.

3.3.3 Implications For
JITIRs

JITIRs need to allow a person to focus his attention on his primary task, but also to
divide his attention between the primary task and the information provided by the
JITIR.

To make focusedattentioneasier, a JITIR shouldusedifferentmodalitiesor channels
thanareusedby a person’s primary task.This choiceof the lesser-usedchannelis
especiallyimportantwhenthe primary taskis demanding.For example,Jimminy is
designedto give informationto a personashe engagesin conversationor listensto
lectures.In theseenvironmentsthe auditorymodality is primary, so Jimminy usesa
visual display for output.

It is also importantthat suggestedinformation is not linked to partsof the environ-
mentto which it is not relevant.For example,if a JITIR is giving informationrelated
to a text-editor, thedisplayshouldnot benearthewebbrowser, nor shouldit have a
color schemeor layout that associatesit with the web browser. Doing so would
encouragecheckingtheJITIR outputat timeswhenthesuggestionsarealmostguar-
anteed not to be related to the current task.

On a related note, it is important to be able to distinguish a suggestion from the envi-
ronment. For example, it must be clear that a suggestion on a web page comes from
Margin Notes and is not actually a part of the original web page being viewed. One
method is to insure that suggestions appear out-of-band, for example in a separate
window or differentmodality. Anothermethodis to insurethatsuggestionslook noth-
ing like the user's other context. For example, annotations in an augmented reality
system are never mistaken for the real world because the resolution of computer
graphics is not yet high enough. The third method is branding: insuring that annota-
tions have a unique look and feel that sets them apart and identifies them as output
from theJITIR. For example,annotationscoulduseadifferentfont, color, locationor
modality than the information being annotated.

To make dividedattention(taskswitching)easier, a JITIR shoulddisplayinformation
in a way that is congruouswith the partsof the environmentto which it relates.For
example,it is likely easierto look at suggestionsfrom anemailarchive whenreading
or writing emailbecausethetwo formatshave thesamementalmodel.Similar map-
pingsbetweensuggestionandthecontext to which it is relevantcanbeachievedwith
color andfont. Probablythe mosteffective way to link informationis to usespatial
proximity: put informationnearwhatit is about.In theRemembranceAgent,thesug-
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gestiondisplayis in a buffer within theeditorwindow ratherthana separatewindow.
This links theRA with theparticulartext beingeditedandkeepsit from beinglinked
with otherapplicationsrunningon thedesktop.In Margin Notes,annotationsappear
to theright of theparagraphor sectionto which they relate.Moving thescroll bar in
the web browser moves the annotationsas well, increasingthe mental linkage
between the two.

TheMargin Notesexamplerevealsanotheruseof spatialproximity: it canindicateto
whichpartof auser'scontext asuggestionis relevant.Evenif aperson'sfull context is
constrained to a single web page, it should still be apparent whether a suggestion is
relevantto asingleparagraph,asection,or theentirewebpage.Spatialproximity is a
good way to indicate this information, although when this is not possible the indica-
tion can still be by fiat, e.g. by declaring that suggestions are chosen based on rele-
vance to the whole body, or by indicating the scope of relevance in the suggestion
some other way.

With properdesigna JITIR canallow a personto bothfocuson his primarytaskand
still divide attentionbetweenthe JITIR and the primary task when desired.The
dividedattentionis madeeasierby thefactthatthesubjectof providedinformationis
relatedto the person’s currentcontext, and presumablyto his primary task.While
attendingto a JITIR doesrequirea shift of focus, it doesnot requirea complete
changeof subjectcontext or thementalschemathatarealreadyin working memory.
Theproperinterfacewill createsimilarity in informationdisplaywhenthosepartsof
thetaskandtheinformationsuggestedhavesimilarmentalschema(thatis, whenthey
dealwith thesamesubject).For example,aJITIR’sdisplayshouldbecollocatedwith
theapplicationto which it relates.Similarly, the informationshouldbeeasilydistin-
guishedfrom partsof the taskenvironmentto which the informationdoesnot relate.
Finally, informationshouldalwaysbeeasilyseparablefrom thesurroundingenviron-
mentwhenthetaskenvironmentis especiallydemandingon one’s attention,asis the
case with Jimminy.

Finally, it shouldbenotedthat theamountof attentionspentvisually scanningJITIR
suggestionswill dependon the expectedlikelihoodthat the agentis showing useful
information.This probabilitywill dependon previousperformance;if in thepastthe
agentrarely showed usefulsuggestionsthenit will receive lessattention.Of course,
usagepatternswill alsochangebasedon thespecifictask.For example,if a personis
writing abouta subjectthatheknows is in theagent’s databasehewill bemorelikely
to scanthe suggestionsfor somethinguseful.The relative attentionto theagentwill
alsodependon thecostof scanning:if thecostfor dividedattentionis high thenthe
agent will be scanned less often.

3.3.4 Knowledge in The
Head and in The World

Therearetwo placesthatknowledgecanreside:in theheador in theworld. Knowl-
edgein the headis information known by the user. This can be memoriesof past
events,knowledgeabouthow theJITIR operates,or knowledgeabouta certaintopic.
Knowledgein theworld is informationthatis in theenvironmentof theprimarytask,
e.g.thetext currentlybeingwritten or readandtheway theinformationis displayed.
Knowledgein theworld canbesubdividedinto knowledgethatis alreadyin theworld
(e.g. in the user’s primary task environment)and knowledgethat is explicitly con-
veyed by the JITIR.

To understandthe contentsof a suggestionor documenta personusesinformation
from all threesources:the head,the primary task environmentand the JITIR. For
example,saya personis usingMargin Notesto reada webpageaboutSouthAmer-
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ica, usingherown emailarchivesasa database.Next to thesectionon Peru,Margin
Notesdisplaysemail from a friend of herswith thesubjectline “My trip report,” her
friend’s usernameandthedatesent.From this minimal informationsheremembers
that her friend hadvisited PeruthepreviousSummer, andrecognizesthat this is the
emaildescribingthe trip. All threekindsof knowledgeareat work in understanding
and contextualizing the suggestionsummary. The first and most important in this
exampleis knowledgein the head:her memoryabouther friend’s trip. Becauseshe
recognizesher friend’s email andremembersthat her friend wasin Peruaroundthe
dateindicated,thatmemoryconveys a largeamountof informationnot containedin
the suggestionline itself. Secondis knowledge in the primary task environment,
namelythe fact that the suggestionis next to a sectionof the web pagedescribing
Peru.This gives further indication that the suggestionis aboutPeruand not some
othertrip. If the suggestionwereinsteadnext to a sectionof a pagedescribingGer-
many, shemightassumetheemailwasadifferenttrip reportsentby herwell-travelled
friend. Finally, the text of thesuggestionitself conveys information,namelytheper-
son sending the mail, the date, and the fact that it regards the subject “my trip report.”
If sheplacesthe mousepointerover the suggestionshewill alsoget the keywords
contained in both this suggestion and in the section annotated.

To minimize thecognitive andperceptualloadrequiredto interpreta suggestion,the
interfaceto a JITIR shoulduseknowledgein theheadandknowledgein theworld as
much as possible.In the example above, the fact that the friend’s trip report had
alreadybeenseenmadeit mucheasierto guessat thecontentsof thesuggesteddocu-
ment,andpresumablyto interpretthe informationin thecorrectcontext. If the infor-
mation in the databasehas not beenseenbefore,as would be the casewith the
INSPECdatabase,knowledgeaboutthetopicor databasecanstill beusedto interpret
a suggestion.For example,if a suggestionfrom the INSPECdatabasebroughtup a
paperentitled“Statisticalanalysisof thepopulationof Lima,” theuser’sknowledgeof
Peruwould be usedto understandthat Lima is the capital.Furthermore,the user’s
knowledgethat Margin Noteswasdrawing from the INSPECdatabasewould allow
theuserto assumethatthesuggestionis anabstractfor a technicalpaperandnot,say,
awork of fiction or a touristguidebookentry. Whenneitherthetopicnor thecontents
of thedatabaseis well known by theuser, theinterfacefor theJITIR musttakeon the
burdenof providing moreinformationin a suggestionsummaryto allow the userto
interpret it properly.

3.3.5 Ramping Interfaces Three assumptions can be made about suggestions produced by a JITIR. First, they
will never be useful one-hundred percent of the time. Even with perfect information
retrieval there are times when a user does not want more information, or is already
sufferingfrom informationoverloadandcannotbedistractedfurther. Second,theuser
is in the best position to determine if a particular suggestion will be useful, assuming
she is given a information about the contents of the suggestion. Finally, the act of
determining whether a suggestion might be useful is in itself a distraction and pro-
duces cognitive load. Assuming suggestions are at least occasionally useful this cost
is acceptable, but the cost of false positives should still be minimized.

Onedisplaytechniqueis what this thesiscallsa “rampinginterface,” whereinforma-
tion is conveyed in stages.Eachstageof a rampinginterfaceprovidesa little more
information,at thecostof requiringa little moreattentionto readandunderstandit.
Theideais to presentusefulinformation,while at thesametime allowing a personto
detectbadinformationandbail out asearly aspossible.Stagesconvey two kinds of
information:contentandinformationaboutthecontent.Early stageswill mostlikely
convey moreinformationaboutthecontent,includingsummarylines,keywordsthat



57

led to a suggestionbeingmade,anddatesrelatedto thedocument.This information
mightbeusefulin its own right, but it is morelikely thatit will beusedto evaluatethe
benefitsof looking at the informationconveyed in laterstages.Laterstageswill pro-
vide informationthat is likely to be directly valuable(i.e. the documentitself). The
only exceptionto this transitionfrom informationuseful for settingexpectationsto
informationvaluablein its own right is whenthe JITIR is usedin a high-cognitive-
load environment.For example,Jimminy is often usedin conversationswherethe
usercanonly processa few wordsfrom the head-mounteddisplaywithout seeming
distracted.In this situation,it is expectedthatmostof thetime thesingle-linesugges-
tion is the final stageachieved. The main usethereforecomesfrom the suggestion
lines remindingthe userof an event or pieceof information.The full documentis
only retrieved whenmoredetail is required,or in lessenvironmentslessdemanding
thanconversations,e.g.lecturesituations.Rampinginterfacesaresimilar to thecon-
ceptof dynamicscalingusedby theNomadicRadiosystem(Sawhney1999), which
is described in Chapter6.2.2.

Therampinginterfacetechniqueboth reducesthecostof falsepositivesandreduces
theeffort requiredto retrieve just a pieceof thesuggestedinformation.As described
in Section3.1.4,introducinginformationin low-coststagesearly on allows the user
to quickly check whether somethinguseful is being suggestedeven when the
expectedbenefit is low. If the information suggestedis valuablethen expectations
change and the user will access more information through later stages.

In a rampinginterfacethe usershouldalways be able to get more information by
goingto thenext stage,andtheactionrequiredto get to thatstageshouldbepropor-
tional to the amountof information provided in the current stage.It should only
requirea simpleactionsuchasreadinga a few wordsfor a userto go to earlystages.
Later stagesmight require the user to click on an icon, trading off simplicity for
increasedcontrolof whatinformationis displayed.Notethatstagesarenotdefinedby
displayactionstakenby theJITIR, but ratheraredefinedaspiecesof informationthat
canbe individually processedby a user. For example,a display that shows a large
bold-facedtitle followedby supportingmaterialhastwo stages,becausea readercan
easily processeachchunk of information separatelyand use that information to
decidewhetherto readfurther. Evena fully renderedwebpagemight containseveral
stagesof a rampinginterface(title, headers,etc.),assumingeachstageis alwaysdis-
playedin thesamelocationandformatsotheusercanknow whereto look for therel-
evant information.In this way, a rampinginterfaceis similar to the invertedpyramid
usedin journalism,wherea newspaperarticle is always conveyed in the stagesof
headline,leadsentence,andmain paragraphwith the detailsfollowing in the main
body.

As an illustration, the ramping interface in Margin Notes works as follows:

Thefirst stagecouldbereferredto astheno-action,no-informationstage.In thisstage
it is Margin Notes,not theuser, thatdecideswhetherinformationis available.If the
systemdecidesthattheinformationthatmight besuggestedis notworth thepotential
distractionthenit doesnot annotate,leaving themargin blank.Thereareseveral rea-
sonsa sectionmight not beannotated.First, themostrelevantdocumentmaystill be
below therelevancethresholdrequired.Thesectionmayalsobetoosmallto annotate,

TABLE 1. Stages of the Margin Notes ramping interface

No action

(agent decides)

Peripheral

(note exists)

Histogram

(relevance)

Read note

(topic)

Mouse-over

(keywords)

click, read

(document)

(Sawhney 1999)
Sawhney, N. and C. Schmandt,
Nomadic Radio: Scalable and
ContextualNotificationfor Wear-
able Audio Messaging. InProc.
of CHI’99, 1999
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or thedocumentasa wholemight betoo small.At this first stage,theinput is simply
a passive sensorwatchingtheuser'sactions.No useractionor attentionis requiredto
show theJITIR what to do. Theoutputat this stageis potentiallynothing:theJITIR
simply passes the HTML to the browser and continues.

If anannotationis displayed,theuserwill seeit in herperipheralvision. Noticing a
suggestionis a small perceptualand cognitive load, and gives a small amountof
information(namely, the fact thatanannotationexists).Thesmall load is in keeping
with thephilosophy that theeffort requiredto jump to thenext stageshouldbecom-
mensuratewith theamountof work or attentionrequiredby thecurrentstage.At this
point theusermayignorethesuggestionentirely, andtheinteractionhascostnothing
more than some screen real-estate and a very minor cognitive load.

If shewishesto go to thenext stage,shecanquickly view a graphicalline of filled-in
circles indicating the relevancevalue for that suggestion.To do this the usermust
actively move her focusof vision andprocessthegraphics(a perceptualprocess).In
earlierversionsa two-digit numberwasusedto indicaterelevance.While the same
informationwasavailable,it wasmoredifficult to find andprocessquickly. Therele-
vancebar, on theotherhand,only requiresperceptualprocessingto determinetherel-
evance of a suggestion.

The next stageis reachedby readingthe suggestiondescription,which requiresfur-
ther attentionon the part of the user. Information in the annotationis asconciseas
possibleto allow rapid scanningfor content.The box also containsmany different
kindsof informationto try to contextualizethesuggestion.For example,whenemail
is displayedthe box containssubject,author, dateandarchive filenamein the hope
that at least one of these will be a good indication of what the suggestion is about.

The usercanget to the fifth stageby moving the mouseover the annotation,which
causesthekeywordsassociatedwith thenoteto appearin apull-down window. Going
to this stagerequiresphysical action by the user (a mouse-over). While keyword
informationcouldhave beenincludedin theoriginal suggestion(reducingthesystem
to a five-stagerampinginterface)it wasdecidedthatthis informationmadetheanno-
tation too cluttered.

To jump to thefinal stage,theuserclickson thelink andgetsthefully suggestedtext.
At this point sheis completelycommittedto seeingthe text, andhasbeendistracted
from her primary task.Hopefully if the usergetsto this point the suggestedtext is
worth the attention spent.

Note that theactionsrequiredto go throughthestagesof theMargin Notesramping
interfacein orderarealsothenaturalactionsto getmoreinformationin thecontext of
web-browsing.Theuserseesa link, readsit, movesthemouseto the link andclicks.
This allows the user to jump to the full suggestionquickly, while still seeingall
stages.It is alsopossibleto skip stagesin theramp.For example,theusercouldread
a suggestionandimmediatelyclick to seethefull documentwithout ever readingthe
keywords.It is alsopossibleto leave a stagehalfway through.For example,theuser
might readasuggestion’s title or evenjustpartof thetitle andnever readtheauthoror
date fields.

Whendesigninga rampinginterfaceit is alsohelpful to considerat whatstagea user
is likely to receive the information he needs.In the Margin Notes system,it is
assumedthatmostof the time userswill receive informationfrom the full suggested
text, but that occasionallythey will be remindedby the suggestionnote itself and
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never needto follow the link. On theotherhand,a JITIR designedfor a caror other
attention-demandingenvironmentmight be designedsuchthat usersnormally need
not go past the first stage of a suggestion, except in special circumstances.



60



61

CHAPTER 4 Implementation
Details

God is in the details.
– Ludwig Mies van der Rohe

This chapter will describe the design and implementation details of Savant (the infor-
mation retrieval back-end), the Remembrance Agent, Margin Notes, and Jimminy. It
goes into enough detail to act as both a user guide and documentation for modifying
or reimplementing the systems. For high level descriptions, see Chapter2.

4.1 Savant: The
Inf ormation-
Retrieval Back End

All three implemented JITIRs use the same back-end system, called Savant. The
front-end senses the environment (that is, the document or email being written, the
webpagebeingviewed,or thephysicalenvironmentof thewearerof awearablecom-
puter) and sends that information in text form to Savant as a “query.” Savant then
worksasaninformationretrieval engine:givenaqueryit producesarank-orderedlist
of pre-indexeddocumentsthatbestmatchthequery. Savantconsistsof two programs:
ra-retrieve performs information retrieval based on a query, while ra-index creates
index files so retrieval can be performed quickly. Indexes can be created from gener-
ally useful sources such as a collection of newspaper or journal articles, organization-
wide collections such as office memos, or from personal sources such as email and
notes.Previousversionsalsoallowedpagesto beindexeddirectly from theweb. Doc-
uments are usually re-indexed nightly to incorporate new changes and additions.

4.1.1 Template MatchingThe power of Savant comes from a strong template-matching system that can recog-
nize documents, parse out fields, and automatically index the documents based on
their component fields. For example, if pointed at a top-level directory of heteroge-
neousfiles it will recognizeandparseemailarchives,HTML files,LaTeX files,notes
taken on the wearable computer, paper abstracts from the INSPEC database, and raw
text while ignoringotherfile formats.It will alsobreakemailarchivesinto individual
messages. This parsing means indexing can be performed completely automatically
with no hand annotation or labelling of documents necessary. Different fields from
documentsareidentifiedandindexedseparately. For example,thefrom field of email
archivesareindexedaspeoplewhile thetitle fieldsof HTML documentsandthesub-
jectfieldsof emailmessagesareindexedassubjects. Thetemplatesystemis alsoused
for queries, so fields can be parsed out of email as it is being written or web pages as
they are being read.
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As of the most recentversion,templatesaredefinedin Savant’s sourcecoderather
than a configurationfile, but are designedto be easily modified or addedwith a
recompilation.For example,Figure10 shows the templatefor parsingan RMAIL
type email archive:

FIGURE 10. Example template code for Savant

                    /*******************************/
                    /*    RMAIL archive template   */
                    /*******************************/
                    current_template = create_template(
(1: Name)                        "RMAIL",
(2: ID Regexp)                     "BABYL OPTIONS",
(3: Delimiter)                      "^_^L",
(4: Action)                        ACCEPT_ACTION,
(5: Type)                      INDEX_TYPE);
                     atfn(
(6: Field Name)                    "SUBJECT",
(7: Field ID Regexp)                "Subject:\\s*(.*?\n)\\S",
(8: Parentheses Chosen)               1,
(9: Filter Bank)                      email_subject_filter,
(10: Field Weight)                   1,
(11: Field Title Length)               90);

                     atfn("BODY", "\n\n(.*)$",1,
                           email_body_filter,4, 0);

                     atfn("PERSON",
                          "From:\\s*(.*?\n)\\S", 1,
                           email_from_filter, 1, 50);

                     atfn("DATE",
                           "Date:\\s*(.*?\n)\\S", 1,
                           NULL, 1, 40);

In this example, the first five lines define the template structure itself:

1. The name of the template is “RMAIL.”
(Siever et al 1999)
Siever, E., et al.,Perl in a Nut-
shell, 1999, p. 63-70

2. An RMAIL file can be identified because it contains the words “BABYL
OPTIONS” in the header. This string can be any Perl-style regular expression
(Siever 1999)that matches within the first 500 characters of a file of the desired
type.

3. RMAIL filescancontainmany individualemails;eachareseparatedby thedelim-
iter control-underscore, control-L.

4. Individualfilescanberejectedbasedontheir typeusingtheactionparameter. For
example, both Postscript and PDF file types are rejected, while RMAIL files are
accepted.
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5. Templates can be either for indexing or for queries, as determined by thetype
parameter. Index templates are used byra-index to identify files and break them
into fiends to save to disk. Query templates are used byra-retrieve to parse a per-
son’s current environment into fields for comparison against pre-indexed docu-
ments.

The next four commandsdefinefields that exist within the RMAIL template.Fields
areindividual datatypes,eachwith its own datarepresentation,indexing methodand
similarity metric. Fields will be discussed further in Section4.1.3.

6. Each field is added by name with the “add template field name” macro. Possible
field types (e.g.body or subject) are defined earlier in the template system.

7. Thefield nameis followedby aPerl-styleregularexpressionthatis usedto match
the text contained in a particular field. For example, the subject field is identified
by the keyword “Subject” followed by a colon and zero or more spaces, followed
by text. Theendof thefield is acarriagereturnfollowedby non-whitespace.This
definition describes the standard format for subject lines in email.

8. Thenumberfollowing theregularexpressionindicateswhichsetof parenthesesin
theregularexpressioncontainsthedesiredtext. In thiscase,thefirst (andonly) set
of parentheses matches the subject line itself without the “Subject” keyword.

9. The next argument points to a set of filters that will be applied to the field data.
This set of filters is defined earlier in the template system, and will be described
shortly.

10.Next is the bias (weight) for this field in the retrieval process. In the case of
RMAIL, the body of the message gets a bias of four while the other fields get a
bias of one. Biases associated with query-type templates can be modified by the
front-end, biases associated with an index-type template can not.

11.Thefinal numberidentifiesthemaximumnumberof charactersfrom thisfield that
get saved to disk and sent to the front-end (90 in the case of the RMAIL Subject
field).

The templatestructurecancurrentlyparsefields of typesbody, location, date, time,
day, subjectandperson. The following templatesarecurrentlydefined,with the fol-
lowing associatedfields. Default biasesare listed in parenthesisnext to the field
name.

RMAIL:  RMAIL email archive format

• person (1): who the email is from

• subject (1): subject line for this email

• date (1): when this email was sent

• body (4): main text of the email

Unix email archive: Standard Unix-style format for email archives

• person (1): who the email is from

• subject (1): subject line for this email

• date (1): when this email was sent

• body (4): main text of the email
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Athena email archive: Email format used by the MIT Athena system

• person (1): who the email is from

• subject (1): subject line for this email

• date (1): when this email was sent

• body (4): main text of the email

Boston Globe: Format for theBoston Globe archive used at the Media Lab

• person (1): author of the article

• subject (2): title of article

• date (1): when article was written

• body (2): main text of article

MIT Tech newspaper:Format for articles of theMIT Tech

• subject (1): title of article

• date (1): when article was written

• body (1): main text of article

HTML: HTML format

• person (1): email address(es) in any “mailto” fields

• subject (1): title of web page

• body (1): main text of web page

Jimminy: The format used by Jimminy for notes taken on the wearable

• location (1): physical location in which the note was taken

• person (1): people who were nearby when note was written

• subject (1): subject of note

• date (1): date note was taken (based on timestamp)

• time (1): time the note was taken (based on timestamp)

• day (1): day of the week the note was taken (based on timestamp)

• body (1): main text of note

Edupage archive: Format used by theEdupage news clipping archives

• subject (1): headline for the news summary

• date (1): dateline for the news summary

• body (1): main text for news summary

LaTeX format: Format for writing page layout and technical papers

• subject (1): title of the paper

• body (1): main text for the paper
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INSPEC: Format for compilations of citations from the INSPEC database

• person (1): author(s) of the paper cited

• subject (1): title of paper cited

• date (1): date of publication for paper cited

• body (4): abstract for paper cited

ACM: Format for citations in theACM Electronic Guide to Computing Literature

• person (1): author(s) of the paper cited

• subject (1): title of paper

• date (1): date of publication for paper

• body (1): title and keywords for paper (this database does not include abstracts)

Plain text: Normal, unrecognized text (the default)

• body (1): the full text of the document

The following file types are rejected and not indexed:

Postscript: The Postscript document formatting language

Framemaker: Files for FrameMaker desktop publishing

PDF: Adobe Acrobat’s PDF format

HQX: The Macintosh HQX compressed-file format

RCS-control: Control files for RCS version control system

Binary: Any binary (non-text) file is automatically rejected

The previous templatesareall usedto recognizeandparsefiles being indexed. The
following templatesaredefinedfor recognizingandparsingauser’s localcontext dur-
ing retrieval:

RMAIL:  RMAIL being read, as formatted by the Emacs rmail-mode reader

• person (1): who the email is from

• subject (1): subject line for this email

• date (1): when this email was sent

• body (4): main text of the email

Mail: Email being written, as formatted by the Emacs mail-mode

• person (1): who the email is from

• subject (1): subject line for this email

• date (1): when this email was sent

• body (1): main text of the email
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GNUS: Net news being written or read, as output by the Emacs GNUS news reader

• person (1): who a news posting is from

• subject (1): subject line for this news posting

• date (1): when this message was posted

• body (1): main text for this news posting

Mar gin Notes:Single sections of HTML pages, as returned by Margin Notes

• person (1): email address(es) in any “mailto” fields

• subject(1): title of webpage,or thetext in amainheader(H1) or sub-header(H2)

• body (5): main text of web page section

HTML: HTML being written, as returned by the Emacs html-mode

• subject (1): title of web page being written

• body (1): main text of web page being written

LaTeX: LaTeX format file being written, as returned by the Emacs latex-mode

• subject (1): title, section or subsection text of the paper being written

• body (1): full text of the document

Jimminy context format: Format Jimminy uses to express the user’s local context

• location (1): user’s current physical location

• person (1): people currently nearby

• subject (1): current subject of conversation (as entered by user)

• date (1): current date (based on system clock)

• time (1): current time of day (based on system clock)

• day (1): current day of the week (based on system clock)

• body (1): text of any note currently being written

RA manual query: Format used by the RA to express a manual query (C-c r q)

• location (1): location field for query

• person (1): person field for query

• subject (1): subject field for query

• date (1): timestamp for query

• time (1): time of day for query (based on timestamp)

• day (1): day of the week for query (based on timestamp)

• body (1): body field for query

RA field query: Format used by RA to express a field query (C-c r f)

• location (1): location field for query

• person (1): person field for query

• subject (1): subject field for query

• date (1): timestamp for query
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• time (1): time of day for query (based on timestamp)

• day (1): day of the week for query (based on timestamp)

• body (1): body field for query

Plain text: Any text currently in the user’s local context (default)

• body (1): text being written

4.1.2 FiltersAs mentionedin Section3.2.7,JITIR queriestendto containextraneouspiecesof text
suchassignaturelinesandemailheadersthatarenotusefulfor retrieval. Indexeddoc-
umentswill likewise have HTML markupandheadersthat will dilute the valueof
importantdatawhenselectingdocuments.To addressthisproblem,eachtemplatecan
associateafilter bankwith eachfield. A filter bankis anorderedlist of Perl-stylereg-
ular expressionsthatmatchtext thatshouldberemovedfrom thefield beforeparsing.
For example,filters associatedwith theemailbodyfield recognizeandremove email
signaturelines, headersfrom includedfiles and commonlines suchas “Begin for-
wardedmessage.” Filters associatedwith the email personfield remove all informa-
tion except for the username,while filters associatedwith all fields in the HTML
template remove hypertext tags and comments.

4.1.3 FieldsFieldsareabstractdatatypesthatspanacrossdifferentkindsof documents.For exam-
ple,HTML documentsandemailcanbothhave a subjectassociatedwith them,even
thoughthesubjectis the“Subject” line in emailandthe“Title” field in HTML. Cur-
rently definedfields arebody, location, date, time, day, subjectandperson. Earlier
versionsof Savant useddate, time, andday in indexing andretrieval, but the latest
versiondoesnot. Thelatestversiondoesstill supportusingthedatefield asa partof
the data returned and displayed when showing a suggestion line or annotation.

This field structureallows Savantto take advantageof multivariatequeriesanddocu-
ments.For example,in email sometimesa documentassociatedwith the senderis
useful,othertimesa documentrelatedto thebodyof theemail is useful.Savantcan
produce documents related to either or both fields.

Eachfield is associatedwith six methods:parser, deparser, index-store,next-word,
update-sims,andfree-parsed.1 Thesemethodsdecomposethe indexing andinforma-
tion retrieval processinto abstractsteps.New datatypescanbeaddedby implement-
ing thesesix methodsfor the particulartype. For example,a collaboratorat British
Telecomhasimplementeda field typethat indexesGlobalPositioningSystem(GPS)
coordinates.Thedecompositionof indexing andretrieval alsomakescodereusesim-
ple. For example,it is possibleto changethe text-retrieval algorithmandweighting
scheme by writing a new update-sims module, but reusing all other modules.

FIGURE 11. Parser

void *parser (char *fielddata, Field *self,int docnum)

Parse a field from an indexed document or from a query. Turn it into machine
readable format.

1. In anobject-orientedlanguagethesewouldbeimplementedastruemethods.BecauseSavantis written
in C, they are implemented using function pointers.
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fielddata: a string of data for a field as it comes from the document (after filter-
ing). E.g. the raw text from the body of an email message.

self: thefield itself.Thiscanbeignored,or canbeusedto encodedifferentfields
differently. E.g.in text thetypenumencodesthefield typesoBODY text is never
compared with SUBJECT text.

docnum: the document number. This is a serial number, one per doc.

RETURNS: a pointer to some machine readable structure used by deparser,
index_store,nextword,andcleanup_parsed.Theformatof thisstructuredepends
on the particular kind of field.

FIGURE 12. Deparser

GBuffer *deparser (void *parsedata, Field *self)

Takefielddataoutputfromtheparserandturn it into printabletext. Thisis used
for debugging and user feedback.

parsedata:a pointer to parsed data. This is of the type returned by parser.

self: the field itself.

RETURNS: a GBuffer (growable string type) containing human-readable text
representing this parsed field data. This is mainly used for debugging strings
(printed with the -d option).

FIGURE 13. Index-store

void index_store (void *parsedata, char *dbdir,
                     int last_write_p)

Take field data output from the parser and store it to disk.

parsedata:a pointer to parsed data. This is of the type returned by parser, and
contains the info to be indexed.

dbdir: a string containing the fully expanded directory name of the index files.
This is thedirectorywhereall thefilesshouldbewritten.Temporaryscratchfiles
can be written here as well, though they should be deleted after the final write.

last_write_p: this is set to one if this is the final write. This lets the procedure
know it is time to closefiles,mergecheckpointfiles,deletescratchfiles,andper-
form other cleanup.

RETURNS: nothing. However, this function should write this field info to disk
in whatever format is most suited for later fast retrieval.
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FIGURE 14. Nextword

void *nextword (void *parsedata, int reset_p)

An iterator: Take field data output from the parser and return the next “word”
from the parsed output. Word is loosely defined as a single element, e.g. a single
word, GPSlocation,date, person'sname, etc.Nextword is onlycalledona query
field during retrieval, not on indexed document fields.

parsedata:a pointer to parsed data. This is of the type returned by parser.

reset_p:if reset_p == 1, start with the first word of this parsed data. Otherwise,
returnthenext one.Nextword is responsiblefor keepingit's own place(via static
memory, presumably).Yes, it's icky, but it works.

RETURNS: The word type includes any information that might be needed by
the retrieval system, e.g. word weight, machine readable version of the word,
normalization info, etc. The word might also contain a human-readable version
of the word, for filling into the top contributors keyword list by
update_sims_word. The return value is used by update_sims_word during
retrieval. Return NULL when there are no more “words.”

FIGURE 15. Update-sims-word

void update_sims_word (void *word,
                       Remem_Hash_Table *all_sims,
                       Field *field,
                       Retrieval_Database_Info *rdi)

A procedure that takes a word at a time and updates (adds to) an array of docu-
ment similarities. This procedure can be any algorithm so long as it can handle
updating a document similarity one word at a time, without seeing all the other
words. (This is in the interest of speed. If an algorithm actually needs global
knowledge, like say the length of a query or document for normalization, the
information can be squirrelled away either in the index files format for this type
or in the value returned by nextword.) Called during query retrieval, not index-
ing. Update_sims_word also needs to update the Top_Contributors list, which
contains the similarity and printname of each word that contributed the most to
choosing each document.

word: the single word that is potentially adding weight to a document. Of the
type returned by nextword.

all_sims:an array of similarities, indexed by docnum.Similarities include an
arrayof “top contributors”to adocumentbeingchosen(usedfor userfeedbackof
why this document was chosen).

field: This is the field of this data (and can be ignored if not needed).This might
be useful to grab other function pointers.
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rdi: Document info that might be useful to an information-retrieval algorithm.
This can include information such as total number of documents and the
expanded path for the index files so they can be opened.

FIGURE 16. Cleanup-parsed

void cleanup_parsed (void *parseddata)

Free all the memory allocated by the parser routine.This is necessary because C
doesn’t garbage collect.

parsedata:a pointer to parsed data. This is of the type returned by parser.

RETURNS: nothing.

The currently definedfields usethe following versionsof the six procedureslisted
above:

Bodyand Subject:

• parse-text: aparserthatbreakstext into words,throwsout“stop” wordsfrom alist
of common words, and stems those words using the Porter stemmer described in
Section4.1.6.

• deparse-text: a deparser that turns the machine-readable term into a printable
(though stemmed) word.

• index-store-text: an indexer that stores words contained in documents in an
inverted file structure

• nextword-text: an iterator that returns the next word from a parsed word vector

• update-sims-word-text-okapi: a similarity update procedure that uses the Okapi
weighting scheme described in Section4.1.6.

• free-parsed-text: a procedure that frees the memory allocated inparse-text

Locationand Person:

• parse-text-nostopstem: parse text into individual words, but don’t remove stop
words or stem the words. Stemming is not performed because locations are often
textual descriptions of room numbers such as “E15-305d” that are not conducive
to being stemmed by algorithms that expect normal English words.

• deparse-text

• index-store-text

• nextword-text

• update-sims-word-text-tfidf: a similarity update procedure that uses TF/iDF with
the alternative (non-Okapi) weighting scheme described in Section4.1.6.

• free-parsed-text

Date,TimeandDay: Thesefieldsarenot indexedin thelatestversionof Savant.Pre-
viousversionsusedadate-specificparser, deparser, andupdate-sims-word,but reused
index-store-text, nextword-text, andfree-parsed-text becausedateswerestoredin the
same inverted file structure used for text.



71

4.1.4 Index AlgorithmIndexing is performed byra-index with the following syntax:

ra-index [--version] [-v] [-d] [-s] <base-dir> <sources>
         [-e <excludees>]

The -v option gives verbosedescriptions,-d is debug mode,-s indicatesto follow
symboliclinks. The<base-dir> is thedirectorywhereindex files areput.This is fol-
lowedby <sources>, a list of top-level directoriesthatareto bescannedfor indexable
files. Subdirectoriesare recursively scanned.Dot-files and Emacsbackup-filesare
ignored.Theoptional<excludees>argumentlistsdirectoriesandfiles thatshouldnot
be indexed. The index algorithm is as follows:

Identify files for indexing. The directorieslisted in <sources> are scannedrecur-
sively and a list of all applicable files is created.

For each file:

Recognize file type.If the file is binary it is discarded (files with more than 5%
unprintablecharactersin thefirst 2K areconsideredbinary).Otherwiseit is com-
pared to each defined template type, in order, until a match is found. The final
template “plain text” matches all documents. If the action type for the matching
templateis “REJECT”it is discarded.Notethatafile is recognizedbasedentirely
on its content, not by file-name extension or location.

For each document in the file:

Find the next document within the file.Somefiles(e.g.HTML) haveonly
onedocument.Others,suchasemailarchivefiles,havemany separatedocu-
mentsperfile. Individualdocumentsarefoundusingthedelimiterparameter
of the file’s template, which marks the point between documents.

Find fields.Find the contents of the fields that are defined in this file’s tem-
plate, using the template’s regular expressions.

Filter fields. Run each field through its associated bank of filters. Continue
to apply filters, in order, until either the text does not change or there is no
text remaining.

Parse fields.Parse each field using its field-specific parser, and store the
machine-readable output.

Write document information to disk. This stores two kinds of informa-
tion. First, it stores filename and offset information to a document-locations
file. Second, it stores title information that is used as output when a sug-
gested document is sent to a JITIR front-end.

Store parsed field data.Store each parsed field using the field-specific
index-store method. Often the storing procedures will use scratch files to
avoid running out of RAM while indexing large corpora.

Clean up parsed data.Freememoryallocatedby theparse-fieldsstepusing
the field-specific clean-up method.
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Finalize writes to document files.This step finalizes writes to the document-
location and title files, and closes the file.

For each field defined:

Finalize field writes.Call the index-store method for each defined field,
with thelast-write-p variable set to indicate this is the clean-up phase. This
allows field-specific procedures to close their files and possible to merge
scratch files that have been written to disk.

4.1.5 Retrieval Algorithm Retrieval is performedby ra-retrieve. Thefunctioncanbeexecutedmanually(usually
in verbosemode),but usuallytheprogramis calledandcontrolledby theJITIR front-
end. The program is called with the following syntax:

ra-retrieve [--version] [-v] [-d] <base-dir>
            [--docnum <docnum>]

The -v option givesverbosedescriptions,-d is debug mode.The <base-dir> is the
directory where index files are kept. Calling with the --docnumoption makes ra-
retrieve returnthedocumentspecifiedandexit. Lessmemoryis usedby this option,
causing a faster retrieval.

Unlessthe --docnumoption is used,ra-retrieve entersan interactive modewherethe
following commands can be accepted:

query [n]: Find the n most relevant documents to the query text that follows.
Default is five. After entering this command the query-text is entered, followed
by a control-d or by a carriage-return, control-e, carriage-return.

retrieve n: Retrieve and print the document with document number n.

loc-retrieve n: Retrieveandprint thedocumentlocation(full file nameandchar-
acter offset) for document number n.

info: Display version number and number of documents in the current database.

quit: Quit

help or ?: Display help information.

print-biases: Print the list of hand-set biases. Also print whether hand-set or
template biases are being used.

use-handset-biases:Use the query biases in the hand-set list, rather than using
thebiasesindicatedby thequery’stemplate.Thedefault is to usetemplatebiases,
but Jimminy uses hand-set biases.

use-template-bases:Use the query biases indicated by the query’s template.

set-bias <field-name> <bias>:Set the hand-set query bias forfield-name to
bias.
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Suggestionrankingcanbebasedonmany differentfields.For example,anemailmes-
sagecanberelevantto a querybasedon similarity in thefrom field, date,subjectline
or body of the message.Eachfield canusea differentalgorithmto determinerele-
vance,so a datein a querywill add relevancebasedon how many daysdifference
thereis betweenthequeryanda potentialdocument,while therelevanceof a bodyof
an email is basedon the Okapi versionof the Term Frequency / inverseDocument
Frequency algorithm (TF/iDF). Someversionsof Savant also handleGPScoordi-
nates,andtheentiresystemis designedso thataddingnew datatypesis straightfor-
ward.

When a query is entered, the retrieval algorithm works as follows:

Recognize the query based on template type.The query is comparedwith each
templateof typeQUERY_TYPE until a matchis found.The lastquerytemplateis a
default thatmatchesany text. If thetemplate’sactionis REJECT_ACTION, thequery
is ignored and no suggestions are returned.

Find fields.Find the contentsof the fields that aredefinedin the query’s template,
using the template’s regular expressions.

Filter fields. Run eachfield throughits associatedbankof filters. Continueto apply
filters, in order, until either the text does not change or there is no text remaining.

Parse fields.Parseeachfield using its field-specificparser, and storethe machine-
readable output in RAM.

For each field:

Find next word. Find the next word in the field using thenextword function
defined for this field type. Word is loosely defined as any individual term or ele-
ment, and could be a word in a text, a single location in a list of locations, or
other atomic unit.

For each word:

Update similarities list. Updatetherunninglist of similaritiesof eachdocu-
ment to this field of the query by calling theupdate_sims_word procedure
defined for this field. The procedure will examine the index files written by
ra-index. The procedure also updates theTop_Contributors list, which con-
tainsthesimilarity andprintablenameof eachword thatcontributedmostto
thechoosingof aparticulardocument.This is usedto producethekeywords
list that is displayed in the interfaces. Similarities returned for a field are
guaranteed to be between zero and one. If anupdate_sims_word function
does return a value out of this range, the value is reset to zero or one.

Bias similarities for this field. Apply biases to the similarity returned for each
document based on this field. The bias process produces a total similarity based
ona linearcombinationof index biasesandeitherthehand-setor template-based
querybiases.For agivensetof query-biasesandindex-biases,thecombinationis
computed in the following way:

query biases=

index biases =

q1 q2 … qnum-fields, , ,

i1 i2 … inum-fields, , ,
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non-normalized biases=

M = combined biases sum=

normalized bias=

biased similarity=

Compute total similarities for documents.Total similarities is equalto the sumof
all field similarities for a document:

total-similarity =

Giventhatindividualsimilaritiesarebetweenzeroandone,thisvalueis guaranteedto
be between zero and one as well.

Sort documents in rank order. Sort documentsby total similarity. To improve
speed,the algorithmonly guaranteessortingof the top n documents,wheren is the
number of suggestions to return.

Print top documents.Print thesuggestioninformation.Printedinformationis a line
number, relevancescorefrom zeroto one,anddocumentnumber, followed by each
definedfield up to themaximumnumber, followedby keywordsthat leadto thesug-
gestion,followedby theamountby whicheachfield contributedto thetotal similarity
(after biasing). Each piece of information is separated by the pipe symbol (“|”).

Free memory. Run thecleanup_parsed procedure to free allocated memory.

4.1.6 Text Retrieval
Similarity Metrics

EventhoughSavant is a generalinformationretrieval architecture,themostcommon
usesrely heavily on text retrieval techniques.Unfortunately, thereis no clearwinner
in text retrieval algorithms.At best,variousheuristicsandtechniquesareknown that
tendto work well in somecases,andthesetechniquesareoftentweakedor modified
dependingon factorssuchasdocumentsize,querysize,andlimited vocabulary (Sal-
ton 1988). This researchis not settingout to createyet anothertext-retrieval engine,
especiallysince it is clear no algorithm will be well suited to every task domain.
Instead,two known algorithmshave beenimplementedwithin Savant, with enough
variation to demonstratethe ability to mix and matchdifferent proceduralcompo-
nents.Thesecomponentswill bedescribedbelow. Theparticularalgorithmsthatare
available in Savant arewell-known in the literature,but no attemptis madehereto
show that they are the best of all possible algorithms.

(Salton 1975)
Salton, G. et al, A vector space
model for automatic indexing.
CACM, 18:613-620, 1975

All of Savant’s text retrieval plug-in proceduresarebasedon the Term Frequency /
inverseDocumentFrequency method(TF/iDF), whichrepresentstext in termsof vec-
tors(Salton1975). Thesimpleparserprocedureconvertstext into a frequency vector
with eachtermrepresentingthenumberof timesa particularword is usedin thedoc-
umentor query. This is currentlyusedfor the personand location fields.Free-form
Englishtext fields suchasthe bodyfield usea morecomplex parser procedurethat
removes stop-words and stemsthe remainingwords. Stop-words are from a pre-
definedlist of commonwordssuchas“and,” “a,” and“the.” Suchwordsdo not con-

q1i1 q2i2 …, ,

q1i1 q2i2 …+ +

q1i1

M
---------

q2i2

M
--------- …, ,

similarity( ) normalized-bias( )

biased-similarityi
i 1=

num-fields

∑

(Salton 1988)
Salton, G. and C. Buckley, Term-
weighting approaches in auto-
matic text retrieval. Information
Processing and Management,
24:513-523, 1988
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vey meaningon their own, andareremovedbothto reducethesizeof index files and
to improve the retrieval quality. Stemmingis the conflationof words that probably
meanthe samebut have differentendings.For example,the word “stemming” and
“stemmed”wouldbothbeconvertedto therootword“stem.” Theparticularalgorithm
usedis thePorterstemmer(Porter 1980). Onecanperformeitherstrongstemmingor
weakstemming, weakstemmingis definedasonly step1 of thePorterstemmer(thus
stemmingfewer variations).Walker and Jones(Walker 1987) showed that weak
stemmingsignificantlyincreasesrecallanddoesnot significantlydecreaseprecision.
However, strong stemmingdecreasesprecision in favor of more recall. Because
JITIRs shouldfavor precisionover recall, the currentsystemusesweak stemming.
This was a recentmodification,so the evaluationsdescribedin Chapter5 use the
(probably inferior) strong stemming.

(Harman 1992)
Harman, D., Ranking Algo-
rithms, inInformation Retrieval:
Data Structures and Algorithms,
W. Frakes and R. Baewa-Yates
(eds), 1992

The three main components of a TF/iDF similarity metric are(Harman 1992):

• NTF:  The normalized term frequency for the word within a particular document.
The idea is that commonly used words (high term frequency) are more important
in a particular document and therefore should be given higher weight.

• iDF: An inverse document frequency weighting, which favors (gives higher
weight to) rare words. The assumption here is that rare words convey more mean-
ing and distinguish between documents more than common words.

• amethodfor combiningNTFandiDF to form asinglesimilarity metricfor adoc-
ument given a query.

The algorithms used here add a fourth component as well:

(Salton 1988)
Salton, G. and C. Buckley, Term-
weighting approaches in auto-
matic text retrieval. Information
Processing and Management,
24:513-523, 1988

• anormalizationfactorfor thetotalfield similarity, in additionto thenormalization
for term frequency listed above. At the very least this normalization factor forces
similaritiesbetweenthevaluesof zeroandone,which is requiredby thebiasalgo-
rithm. The normalization may also normalize for the length of the query in much
the same way most traditional text retrieval algorithms normalize for document
length. Usually traditional algorithms leave out the query-length normalization
because it only applies a constant multiplier to all document similaritiesfor a
givenquery(Salton1988), but becausethesimilarity scoreis alsousedto remove
(not show) low-similarity suggestions the score should be normalized across mul-
tiple queries.

The first TF/iDF algorithm that is available in Savant uses the following settings:

(Croft 1979)

(Harman 1986)
Harman, D., An Experimental
Study of Factors Important in
Document Ranking, inACM
Conference on Research and
Development in Information
Retrieval, 1986

(Harman 1986)

query normalization =

similarity =

where

Q is a query, containing the term (word)T
N = the number of documents in the indexed collection

IDFT

N nT–( )
nT

--------------------- 
 log=

(Croft 1979)
Croft, W. and D. Harper, Using
Probabilistic Models of Docu-
ment Retrieval Without Rele-
vance Information,
Documentation, 35(4), 285-95.

NTFT

freqdT 1+( )log

lengthd( )log
---------------------------------------=

1
C
----

NTF IDFT C⋅ ⋅( )
T Q∈
∑

(Porter 1980)
Porter, M., An Algorithm For
Suffix Stripping, Program 14(3),
July 1980, pp. 130-137

(Walker 1987)
Walker, S. andR. Jones,Improv-
ing Subject Retrieval in Online
Catalogues. British Library
ResearchPaper no. 24, vol. 1,

1987
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= the total number of occurrences of termT in the collection

 = the frequency of termT in documentd

 = the number of unique terms in documentd

C = a constant (100 by default)

(Robertson 1995)
Robertson, S. et al, Okapi at
TREC-3, inNIST Special Publi-
cation 500-226, 1995

ThesecondTF/iDF methodusedis theOkapiweightingscheme(Robertson1995),
slightly simplifiedbecauseno relevancefeedbackinformationis availableto Savant.
The weighting scheme is given by the following similarity:

similarity =

where

Q is a query, containing termT

W is the inverse document frequency =

N = total number of documents
 = number of documents containing this word

K =

dl = document length (number of words)
avdl = average document length (number of words, rounded off)

= frequency of termT in the document

= frequency of termT in the query

 = a tuning parameter. High value means  is more important.

 = a tuning parameter. High value means  is more important.

b = a tuning parameter. High value means penalize big documents more.

(Walker 1998)
Walker, S. et al, Okapi at TREC-
6, inNIST Special Publication
500-240, 1998

Defaults for , , andb are1.2, 100 and0.75 respectively, which are the values

used in(Walker 1998).

Two versionsof theOkapialgorithmareavailable.Thefirst normalizessimilaritiesby
aconstantfactor, asis thecasefor thefirst TF/iDF algorithmgivenabove.Thesecond
normalizes by the query length:

normalization factor=

where

C = a constant for giving the right range between zero and one (3.0 by default)
 = number of unique terms in the query

4.1.7 Design Decisions The design decisions and trade-offs for Savant are as follows:

Templates and plug-ins.The templatestructureand the ability to specify plug-in
functions for different fields makes Savant extremely flexible. Domain-dependent
similarity metrics(e.g.basedon fields in anemailmessage)canbeusedwhenavail-
able in the domain,but moregeneralsimilarity metricssuchasplain text similarity

nT

freqdT

lengthd

W freqd freqq k1 1+( ) k3 1+( )⋅ ⋅
K freqd+( ) k3 freqq+( )

---------------------------------------------------------------------------------
T Q∈
∑

N nT– 0.5+( )log nT 0.5+( )log–

nT

k1 1 b–( ) b dl⋅
avdl
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freqdT

freqqT
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C
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canbeusedasafall-back.Thedisadvantageof thetemplatesystemis thatrecognition
andparsingis basedonly on thecontentsof a file; they cannot useotherinformation
suchasthefile’s nameor user-definedhints.This featurecouldconceivably beadded
in later versions.

Heterogeneous databases.Databasescancontainmultiple typesof files,e.g.a com-
binationof email, notesandHTML files. This featureallows databasesto be com-
piled by topic ratherthantype.However, while databasescancontainheterogeneous
documents,individual indexed files cannot.For example, an archive of multiple
RMAIL-format email files must containonly RMAIL files; it cannotshift halfway
through to Unix-format email files.

Max document length.Savantautomaticallystopsindexing a file if it findsa single
documentthatis over tenmegabytes(10M) in size.If thelimit is reached,theindexer
automaticallygoesto thenext file. Thelimit is to avoid situationsin whichanarchive
file is incorrectly identifiedasa type of file with only onedocument.However, the
limit sometimescausesespeciallylong documentsto be skippedthat could legiti-
mately be indexed.

Breaking up long fields.An earlierversionof Savantwould breakup thebodyfield
of a documentinto 50-linechunks.Retrieval of a documentwould actuallybebased
on similarity of a query to individual chunks,and retrieving the documentwould
automaticallyjumpto thepointof similarity. Thedisadvantageis thatdocumentsimi-
larity is thereforelimited to those50 lines when more information may improve
retrieval performance.The new versiondoesnot supportthe splitting of long docu-
ments, but the feature may be added back in later versions.

Fields only comparable if same named type.Differentfieldsareonly comparableif
they areof thesamenamedtype.For example,thesubjectof anemailandtitle of an
INSPECpapercitationcanbecomparedaslong asthey arebothdefinedasthesame
typesubject. Fieldsof thesametypecanhave differenttemplatesandfilters depend-
ing on file type,but the fields areguaranteedto be storedin the sametype of index
files.However, fieldsof differentnamedtypescannotbecompared,evenif they areof
the sameunderlyingindex type. For example,if an INSPECfile had a field called
abstract, that field could not be comparedto an email bodyfield even if they were
both storedusingthe sameTF/iDF vector-basedstoragemechanism.This is to sim-
plify the templatestructure,and make it easyto add additional templateswithout
requiringa rewrite of older templates.If insteadany field couldbecomparedto any
otherfield so long as the underlyingindex typesmatchedit would be necessaryto
specifywhichof thosemany possiblefield combinationsshouldactuallybecompared
between document types.

Template in source rather than configuration file.A previous version of Savant
useda separate,userdefinableconfigurationfile to definetemplates.In thelatestver-
sion this was replacedby a templatedefinition file integratedinto the sourcecode,
requiringa recompileif thetemplateis modified.Thismodificationwasmadefor two
reasonsof practicality. First, thechangeallowedthesystemto usetheC parserto han-
dle theflexibility requiredfor morecomplex templates.Second,it makesissuingnew
updatesmucheasier. Whentheold versionwasupdatedtherewould oftenbeversion
skew betweenold configurationfiles and the new binaries,and usersinvariably
installed one but not the other, causing bugs and confusion.
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Bias settings.The biasesfor both index and query file types are set to defaults
definedin thetemplatefiles.Thesebiasesaresomewhatarbitrary, setbasedonbeliefs
aboutthe importanceandexpectedrangeof variouspiecesof data.For example,the
bodyfield of an email documentis given a biasof four timesthe otherfield values.
This is basedboth on the assumptionthat the body of an email messageis most
importantfor determiningthevalueof themessageto a user, andtheassumptionthat
a bodyfield thatmatcheswill still have a low similarity scorewhile a matchof a user
nameis morelikely to have a similarity scorenearonebecauseit caneithermatchor
not,but nothingin between.TheBostonGlobetemplatedefinesthebodyfield biasas
only two timestheotherfield values,becauseit is assumedthat thetitle of anarticle
(thesubjectfield) is still relatively importantin determiningthemeaningof anarticle.
Becauseof thearbitrarinessof thesehand-setbiases,oneof thegoalsfor futurever-
sions is to use machine learning to adjust biases based on usage patterns.

4.2 The
RemembranceAgent

TheRA front endis written in EmacsLISP, andbothcommunicatestheuser’scurrent
context to Savant anddisplaysthe resultingsuggestions.Whenthe RA is operating,
every five or ten secondsit will snapshota region of text aroundthe currentcursor
position and send this information to Savant. Suggesteddocumentsreturnedby
Savant are used to update the display.

4.2.1 Customization Many partsof theRA areusercustomizable.In Emacs,programsarecustomizedby
setting variables in configuration files. The user-accessable variables for the RA are:

remem-prog-dir: The directory where the Savant binaries are located.

remem-database-dir:The basedirectoryfor indexes.This is a directoryof directo-
ries. For example, the basedirectory RA-indexes might contain the subdirectories
notes, mail, and inspec-files. Eachof thesesubdirectorieswould containindex files
produced by Savant.

remem-scopes-list:A list of scopesto be displayed,wherea scopeis of the form
(directory-name, number-lines,update-time, query-range). Throughthis variablethe
usercanconfiguretheRA to simultaneouslydisplaysuggestionsfrom multiple data-
bases,or from the samedatabasewith differentamountsof text usedfor the query.
For example,theRA couldbeconfiguredto usethefirst threelines to show sugges-
tions from the mail databasebasedon the 500 wordsnearestto the cursor, and the
next two lines to show suggestionsfrom the notesdatabasebasedon the past20
wordsnearestto the cursor. Update-timeis the numberof secondsbetweenqueries.
Each scope spawns a separate Savant process.

remem-load-original-suggestion:If set to true,whenviewing a suggestionthe RA
will actuallyloadtheentirefile containingthesuggesteddocument.If setto falsethe
RA will only displayinga copy of thesingledocumentretrieved.This featureis use-
ful if thedocumentviewed is a part of a largerarchive, e.g.a singleemail in a mail
folder, becauseother documentsin the file will be loadedinto Emacsfor context.
However, large archive files can also take a few seconds to load.

remem-log-p:If set to true, enable logging.

remem-logfile:File whereusageinformation gets logged.This information is not
used by the system, but is useful for debugging and long-term evaluation.
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remem-use-major-mode-templates:Eachbuffer in Emacshasa major-modewhich
is usedto determinedisplay and edit customizations.For example,mail is readin
RMAIL-mode andwritten in mail-modeandHTML is written in html-mode.Emacs
automaticallydeterminesthe major-modefrom the file’s headersor filenameexten-
sion. When this variableis set to true, the major-modeinformation is passedon to
Savant,which usesthe informationfor template-basedrecognitionof thequerytype.
Queriesarethenparsedinto fieldsfor individualfiltering andretrieval, asdescribedin
Section4.1.5.

remem-print-even-bad-relevance-p:Normally low-relevance suggestionsare not
displayed,andthetext “No suggestion”is shown alongwith aminussignwhererele-
vancescorewouldbe.Settingthisvariableto trueindicatesthatsuggestionsshouldbe
displayed regardless of relevance.

remem-mode-aware-changing:The RA can change databasesbased on major
mode.For example,it canbe configuredto load the INSPECdatabasewhenever a
buffer is visited that is in theLaTeX paper-editingmajor-mode.Settingthis variable
to true turns on this functionality.

remem-mode-db-alist:A parameterassociatingscope information with major
modes.Databasesandmajor-modesmustbeassociatedby hand,sinceit is unknown
what particular databases a user might have.

remem-buffname-db-alist: The RA can also changedatabasesbasedon buffer
name.For exampleit could load the personal-notesdatabasewhenever a file named
“diary” is loaded.Theseassociationsaresethere.Theseassociationsarealsoauto-
maticallysetwhentheuserchangesdatabasesfor a givenbuffer usingthe“database
change” command.

color customizations:All thecolorsandfontsin thedisplaycanbemodifiedto suita
user’s environment.Reasonabledefaults are definedfor both light and dark back-
grounds.

formatting customizations: Individual databasescan be assignedto specific field
formatting.For example,asuggestionfrom anemaildatabasedisplaysits archivefile-
name.Thefilenameis not usefulfor suggestionsfrom the INSPECdatabase,so it is
not shown for INSPEC.The subjectfield is also given more spacein the INSPEC
databasebecausepapertitles tendto belongerandmoreinformative thanemailsub-
jects.



80

4.2.2 Commands Commandsfor theRA areprefixedwith control-c r (C-c r). Theavailablecommands
are:

4.2.3 Design Decisions Several design trade-offs have been made in the Remembrance Agent:

Scope-specific configuration.TheRA allows configurationof thedisplayformaton
a per-scopebasis, where each scopecontainsa database.Format configurations
includethelength,order, andcolor of eachfield which is displayed.For example,the
INSPEC corpus requiresa longer title (subject) line than does the email corpus
becausetechnicalpapertitles areusuallylongerthanemailsubjectlines.Email data-
bases,on theotherhand,show thefile namefrom which themail messagewasdrawn
becausethisusuallyrepresentsthefolder to which it wasfiled. TheINSPECdatabase
doesnot show file informationbecausethefilenameis a serialnumberanddoesnot
carry any meaning. The upside to specifying a single format for each scope is that the
fieldsfor all documentswithin a scopeform a singlecolumn,makingit easierto scan
down anentirelist of documentsfor a particularfield value.Thedownsideis that if a
databasefor a particular scopeis heterogeneousin documenttype, all documents
within thescopemuststill bedisplayedwith a singleformat.For example,all docu-
mentswithin adatabasethatcontainsINSPECcitations,emailsandnotesfilesabouta
particular subject would be displayed with a single set of format configurations.

Loading whole document vs. a copy. When a suggesteddocumentis retrieved, the
RA caneitherload theoriginal file containingthedocumentor it candisplaya copy
of thedocument.Theadvantageof loadingtheoriginal file is that thecontext of the
file is loadedaswell. For example,retrieving theoriginalemailarchivefile containing
a suggestedemail automaticallyloadsthe file with email-displayformattingandthe
ability to seeother email messageswithin the samefolder or thread.However, for
largearchive files this canalsocausea delayin viewing a documentwhile theentire

TABLE 2. RA command list

C-c r t (Control-c r t) Toggle RA on and off

C-c r v  (Control-c r v) View updated results (execute new query now,
bypassing the timer)

C-c r #  (Control-c r <number>) Show suggested document

C-c r r #  (Control-c r r <number>) Rate this document

C-c r f  (Control-c r f) Field search

C-c r q  (Control-c r q) Full-page query. This creates a form where field
informationcanbeentered,thususingtheRA asa
normal search engine

C-c r d  (Control-c r d) Change one or more scopes to a different database

Left mouse-click on line number Show suggested document

Left mouse-click on a field Performsearchonthisfield.For example,clicking
on the PERSON field of a suggestion will search
for any other documents associated with that per-
son.

Middle or right mouse-click View keywords popup window

Resize display window Automaticallyshowsmoreor fewersuggestionsto
fill window. If there are multiple scopes, the ratio
of lines allocated to each scope remains the same.



81

file is loaded.For this reason,by default only a copy of a suggesteddocumentis
retrieved.

Use of color. By default, the RA’s displayusescolorsto distinguishbetweenneigh-
boringfields.Thismakesit easierto parsethefield data,but badcolorchoicecanalso
draw they eye away from theuser’s primarytask.For this reason,colorsarecustomi-
zable.Two colorpalletsaredefinedasdefaults,onefor light backgroundsandonefor
dark backgrounds.

Attempt to avoid duplicate documents.The RA can display the samedatabasein
multiple scopes,varying only the numberof wordsusedto createthe “query.” This
oftenmeansthatdocumentsaresuggestedin multiplescopes,takingupdisplayspace
with redundantinformation.To avoid thiswastedspace,theRA only displaysthefirst
occurrenceof a document,basedon the uniquedocumentnumberin the index. It is
also possiblethat a databasewill containduplicatesof the sameinformation. For
example,thesameemail messagemight be saved in multiple folders.However, it is
not aseasyto detectwhetherthesemessagesare“functionally equivalent” sinceit is
hardto determinein advancewhetherdifferencessuchasthefolderanemailis stored
in is an important difference.Currently no attemptis madeto remove duplicates
based on content.

Integration with Emacs Frame.TheRA displayis a singlebuffer within theEmacs
window. This integrationwithin Emacscreatesa mentalconnectionbetweensugges-
tionsandthe informationthesuggestionsregard (seeChapter3.3.2for morediscus-
sion).It alsoinsuresthatsuggestionsareneartheuser’sprimaryfocusof attention,so
it requiresa smalleramountof eye motion to scantheRA’s display. Finally, theRA
displayis automaticallyiconified,obscuredor revealedalongwith the entireEmacs
display. On the downside,the useris not given the ability to move the RA display
independentof the Emacswindow. For example, it is not possibleto extend the
Emacstext editingbuffer theentireverticallengthof thescreenandplacetheRA dis-
play to the side of the Emacs window.

Keywords display. Thekeywordsassociatedwith a suggestionareusefulfor contex-
tualizing a suggestion,but are usually not as useful as the subject,date,or person
associatedwith a document.Due to the large amountof information that may be
desirable,keywordscanbedisplayedbothby right-clicking on thesuggestionline or
by makingtheEmacswindow wideenoughthatthekeywordsareontheline to thefar
right. This givestheusercontrolover keyword displaysimply by resizingtheEmacs
window.

Feedback not required.When a documentis retrieved using the RA, the user is
promptedto rate the documentreturnedon a scale from one through five. Even
thoughratingrequiresonly asinglekeystroke, it wasdecidedthatrequiringtherating
placesextra burdenon the user. Sincethe point of the RA is to reducethe effort of
accessing information, the feedback is optional.

4.3 Margin NotesMargin Notesis implementedusingtheApache-mod-perlwebserver. Theuser’s web
browser is configuredto passall pagerequeststhroughMargin Notesas a proxy
server. Thebasicideais simple:Margin NotessitsbetweenthebrowserandtheWeb
andrewrites the HTML to addannotationsto pagesasthey aresentto the browser.
The detailsaremorecomplex becauseSavant can take time to retrieve documents,
and it is important to get the requestedpage(the user’s primary task) back to the
browserwithout a significantdelay. Theuserexperienceis thatwebpagescomeback
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immediatelywith full main text anda black margin, andsuggestionsappearin the
margin a few secondsafterwards.A statusbarat thebottomof thepageindicateshow
close the page is to being fully annotated.

Requestsgo from thebrowserto Margin Notes,which retrievestherequestedpage.If
the pageis short it is returnedto the browser with no annotation.Otherwisethe
HTML is rewritten to adda black margin alongthe left-handside.The margin con-
tains transparentimagesthat will be replacedby annotationsafter queriesarecom-
pleted.Eachsectionof thewebpagereceivesanimage,wherea sectionis definedas
text betweentheHTML headertag,horizontalrule tag,anda few non-standardsec-
tion-breakformatsusedby theMS WordHTML editor. Margin Notesthenpassesthe
modifiedHTML to thebrowsersotherequestedpage(theuser’sprimarytask)canbe
rendered without additional delay. Figure17 shows the Margin Notes architecture.

FIGURE 17. Mar gin Notes architecture

After sendingthepageto thebrowser, Margin Notessendsthetext of eachsectionto
aSavantprocess,whichreturnsthetopdocumentsthatmatchthesection.First,dupli-
catesof previousannotationsshown on this webpageareremoved.Thenif thehigh-
estranked documentis above the relevancethresholdan imageis createdon-the-fly
that containsthe annotationinformation.Javascriptplacedat the bottomof the web
pageretrievesthe new imageandreplacesthe blank annotationthat waspreviously
displayed.A statusbarat thebottomof theblackmargin indicateshow many of the
potential annotations have already been displayed.

4.3.1 Design Decisions The following are trade-offs made in the Margin Notes design:

Locally annotated section.Unlike theRA, which constantlyupdatesa list of several
annotationsbasedon thecurrentcursorlocation,Margin Notesplacesannotationsto
the right of eachsectionbeingannotated.Theadvantageto this techniqueis that the
scopeof a suggestionis clear;anannotationis aboutthesectionit is next to andno
othersuggestion.Annotationsalsoremainstationary. Unlike suggestionsin the RA,
aftera Margin Notesannotationappearsit doesnot change,which canhelpeliminate
distraction.However, therearetwo maindisadvantagesto this technique.First, there
is only spacefor oneannotationpersectionof awebpage.TheRA, ontheotherhand,
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can display several suggestionsabout the current sectiona personis readingby
changingthemover time.Second,it is notclearwhatanoteis annotatingwhenaweb
pagehasmultiple columnsof information.This problemis especiallynoticeablewith
news sitesand portal sitesthat have side bars,navigation links and advertisements
surrounding a small piece of main text.

General vs. specific annotations.Anotherproblemwith locally annotatedsectionsis
that it canleadto a caseof “missing the forestfor the trees,” whereannotationsare
relatedto sectionsbut no annotationrelatesto thegeneraltopic of thewebpage.To
avoid this problem,thefirst annotationon a pageusestheentirewebpageasa query,
with twice the weight to the first section as the other sections of the page.

Preference for the first line when truncating. Sometimestheinformationto bedis-
playedin a Margin Note annotationtakesmorethanthe seven lines reserved for an
annotation.In this case,eachfield is reducedto one line until all fields fit, starting
with thelastfield displayed.This algorithminsuresthatfieldsat thestartof theanno-
tation,which includethe subjectandothermoreimportantfields,aretruncatedlast.
Less important fields such as the date field are reduced first.

Integration with the br owser window. Like the RA, Margin Notesplacesannota-
tionswithin thesamewindow asthetext beingannotated.This integrationhelpsasso-
ciate annotationswith the information in the browser itself (as opposedto other
applications)andmakesit easierto scananannotationwithout beingcompletelydis-
tractedfrom thewebpagebeingviewed.However, thesamedisadvantagesdescribed
for integrationof theRA andEmacsalsoapplyhere.Furthermore,thecurrentimple-
mentationof Margin Notesachieves integration with the browser by rewriting the
incoming HTML code on-the-fly. This rewriting can be difficult for somepages,
giventhatmuchHTML on thewebis not compliantwith standardsandis not robust
to even simple modification.

Length minimums for sections and documents.If a sectionis too short (lessthan
100 wordsby default) then it is not annotated.This minimum lengthexists for two
reasons.First, fewer words in a query tendsto producelower quality suggestions
becausetheIR algorithmshave lessinformationto process.Secondandmoreimpor-
tantly, if a browserwindow is wide thensmallsectionswill take up fewer linesin the
displaythanarecoveredby a full annotation.Annotatingthesesmall sectionswould
requirethatextra spacesbeaddedto thesection,thusviolating theideathatthemain
window text not be modified in waysthat arenot clearly associatedwith the JITIR
interface.Documentsbelow acertainlength(lessthan200wordsby default)arecom-
pletelyskippedby Margin Notesandarenotevenannotatedwith ablackmargin. This
limitation existsbecauseshortdocumentsoftendonothaveenoughtext to establisha
primary topic for the IR algorithm, so suggestions are often of poor quality.

Lower bound on similarity. Suggestionsbelow a certain relevance threshold (by
default 0.1) are not shown at all for a section,leaving just the black margin. The
advantageis that the useris not distractedby suggestionsthat are not likely to be
valuable.The disadvantageis that valuablesuggestionsmight occasionallynot be
shown. It is also difficult to set thesethresholdsproperly, and the valuesmay be
dependent on the particular task and corpus used.

Upper limit on similarity . If a suggestionin Margin Notesis of an extremelyhigh
relevance(by default, > 0.65) thenthe suggestionis ignoredandthe next mostrele-
vantsuggestionis displayedinstead.This seeminglyparadoxicalheuristicis because
suchhigh relevancesare often due to exact copiesof the web pagebeing viewed
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beingsuggested,thusproducingnonew information.A slightly lesssimilardocument
containsmoreinformationthatis not alreadyin thewebpage,andwill hopefullystill
be relevant to the currentenvironment.The downsideto this heuristicis that some-
timesextremelyrelevantor valuabledocumentswill notbedisplayed.Thesamediffi-
culties in finding a good value for a lower boundon similarity apply to the upper
bound as well.

Black margin strip vs. contrasting background. The margin strip that contains
annotationsis alwaysblack,regardlessof thecolor of thepagebeingannotated.The
advantageof the constantcolor is that it givesMargin Notesa stabilelook andfeel
that is the samefor all annotatedpages.The disadvantageis that the black back-
ground may blend in if the annotated page has a black background as well.

4.4 Jimminy Jimminy is basedon the implementationfor the RemembranceAgent, and runs
within Emacsonawearablecomputer. TheprimarydifferencesbetweenJimminy and
the RA are that Jimminy’s display is more compactand suggestionsare basednot
only on notesbeingtypedin an Emacsbuffer but alsothe datareturnedby physical
sensors attached to the wearable.

(Starner 1997a)
Starner, T., Lizzy: MIT’s wear-
able computer design 2.0.5.
http://www.media.mit.edu/wear-
ables/lizzy/

The hardware for the systemis the “Lizzy” wearablecomputerdesignedby Thad
Starner(Starner 1997a), which consistsof a 100MHz 486computerrunningLinux,
a head-mounteddisplayandone-handedchordingkeyboard.Theentiresystemfits in
asmallshoulderbag.Thehead-mounteddisplayis the“PrivateEye” madeby Reflec-
tion Technology. Display resolutionis 720x280pixels, monochromered with one
level of dimness.Thisgivesacrisp80columnby 25 row displaywith avirtual image
seemingto float in front of the wearer. The keyboardis the “Twiddler” one-handed
keyboardmadeby HandeyKey Corporation,which usesa 17-button systemwhere
multiple keys canbe struckat onceto accessall the symbolspossibleon a normal
keyboard,plus extra combinationsfor macros.Averagetyping speedis about 35
words per minute using the twiddler, thoughStarnerhasbeenclocked at up to 60
words per minute.

(Rhodes 1999)
Rhodes, B., et al. Wearable Com-
puting Meets Ubiquitous Com-
puting: reaping the best of both
worlds, inISWC’99, 1999, pp.
141-149

(Starner 1997b)
Starner, T. et al, The Locust
Swarm: An environmentally-
powered, networkless location
and messaging system, in
ISWC’97, 1997, pp. 169-170

(Want 1992)
Want, R. et al, The Active Badge
Location System, inACM Trans.
on Info. Sys., 10(1):91-102, Janu-
ary 1992

(Minar 1999)
Minar, N. et al, Hive: Distributed
agents for networking things, in
Proc. of ASA/MA’99, 1999

Thewearablealsoincludesseveralwaysto sensetheoutsideworld. Whenoutdoors,a
GPS (Global Positioning System)is used to detect the wearer’s location. When
indoors,a 418 MHz AM radio receiver detectsuniqueradio beaconsthat have been
placedaroundthe Media Lab (Rhodes1999). An alternatesystemusesIR (infrared
light) insteadof radio, which gives a finer control over where a beaconwill be
detected(Starner 1997b). Beaconnumbersareconvertedto roomnumbervia astatic
lookup.By puttingthesebeaconsinto namebadges,thewearablecanalsodetectwho
is currentlyin thesameroom.This methodis essentiallyidenticalto theactive badge
systemdescribedin (Want 1992). However, becausepeopledo not generallywear
theseactive badges,the peoplesensoris only usedfor demonstrationpurposes.The
wearablealsohasa 1.2 Mbit wirelessnetwork connectionthat is usedfor communi-
cations and receiving information from sensors not directly attached to the computer.

Jimminy communicateswith the sensorsthroughHive, a distributedagentarchitec-
ture developedby NelsonMinar (Minar 1999). Hive provides an easily extended
platformfor networking sensorsandprocessesbothon andoff thewearable.A Hive
cell runson the wearablecomputerandpolls the locationbeaconandactive badge
sensor. It covertsthis informationinto roomnumbersandpeople,andsendsthis infor-
mationto themainJimminy program.Oneadvantageof Hive is its extensibility. For
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example,thesystemcantrivially beextendedto communicatewith off-body sensors
through the wireless connection.

(Johnson 2000)
Johnson, S.E., et al,Spoken Doc-
ument Retrieval for TREC-8 at
Cambridge University, 2000

(Pentland 1994)
Pentland, A., et al, View-based
andmodulareigenspacesfor face
recognition,in Proc.of Computer
Vision and Pattern Recognition.
1994, pp. 84-91

With recentimprovementsin sensortechnologyandin theprocessorspeedof wear-
able computers,it is expectedthat other types of sensingtechnologywill soon
becomeavailable. One such techniqueis ASR (Automatic SpeechRecognition),
which is now accurateenoughthat informationretrieval performedon a databaseof
raw audionews storiescanbe performedwith over 55% precision(Johnson2000).
This is closeto thelevel of performancethatwouldbeneededto automaticallygener-
ate queriesfor Jimminy by transcribinga person’s natural conversationalspeech.
Another techniqueis vision-basedautomatic face recognition (Pentland 1994),
whichcouldbeusedinsteadof activebadgesto let thewearableknow whatotherpeo-
ple are in the room.

4.4.1 Design DecisionsTherearefour maintrade-offs in theJimminy design,in additionto thedesigntrade-
offs for the RA upon which it is based:

Incr ease and decay of biases.Whena featureof theenvironmentchanges,Jimminy
automaticallyincreasesthe bias for that environmentalfeatureby a factorof three.
Thuswhenthe wearerof a Jimminy systementersa new room, notestaken in that
particularroom aremorelikely to be shown thanarenotesrelatedto other features
thathave not changedrecently. After oneminutethebiasis automaticallydecreased
back to the level to which it hadbeenpreviously set.This automaticdecayinsures
thata featurewill not continueto dominateall suggestionsmade.After a minuteit is
assumedthattherecentlychangedfeatureis notnecessarilythecenterof thewearer’s
attentionanymore,andthata morebalanceddisplayof suggestionswill bemoreuse-
ful. The valueof a minuteis somewhat arbitrary. In environmentswherethe useris
not likely to be able to even glanceat the display for more thana minuteafter the
environment changes the period of increased biases should be longer.

Display of envir onmental information. Sensorsare error-prone,so it is important
thatthewearerof a Jimminy systembeableto verify thatsensordatais correct.If no
sensorsareusedandenvironmentalfeaturesareenteredby hand,it is still useful to
have a reminderof the last data entered.For thesereasonsJimminy displaysthe
wearer’s currentlocation,peoplein the room,andsubjectfields.The informationis
displayedin the mode-lineof the Jimminy display, which usuallycontainsinforma-
tion that is duplicatedin othermodelinesanyway. Field biasesarealsodisplayedin
the mode line for similar reasons.

Design for the expert user. Jimminy is designedfor the expert user. Besidesthe
obviousexpertiserequiredto take notesandcontrolthesystemusinga chordingkey-
board, the Jimminy display also incorporatesthree designfeaturesfor aiding the
expert user:

• Key combinations (chords) are defined to raise and lower the steady-state levels
for differentfield biases.Thesekey combinationsallow theuserto quickly change
biases, but the chords must be memorized.

• In the original design, biases were displayed next to their associated field in the
mode line. This positioning made it easy to tell the correlation between fields and
biases, but made it hard to quickly see the biases for all fields. In the current ver-
sion biases are displayed next to each other on the left-hand side of the mode line
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ratherthannext to thefield they annotate.Thisnew positionmakesit easierfor the
expert user to determine the relative values of field biases, but requires memoriza-
tion of the order in which biases are displayed.

• Similarly, fields are displayed on the mode line without labeling. The order in
which fields are displayed must therefore also be memorized, although it is often
possible to distinguish different field types by their contents.

Design for small screen.As mentionedabove, fields in Jimminy aredisplayedusing
lessspacefieldsin theRA. This is dueto thesmallamountof screenreal-estateavail-
able on the head-mounteddisplay. Fields that extend beyond the limited spaceare
truncated.
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CHAPTER 5 Evaluation

Certainly, there are many things that can be learned
only in closely controlled experiments. But little is
known about the relationships of cognition in the cap-
tivity of the laboratory to cognition in other kinds of
culturally constituted settings. The first part of the job
is, therefore, a descriptive enterprise.
– Edwin Hutchins,Cognition in the Wild

JITIRs are situatedapplications:their designand effectivenessdependon the task
environmentin which they areapplied.In termsof how JITIRsareused,theutility of
asuggestiondependson theuser’sknowledge,immediateneeds,andcurrentlevelsof
distraction. In terms of information retrieval, the techniquesthat can be applied
dependon thenatureof theenvironmentalfeaturesthatareavailableto createaquery
andon the structureof the corpusof informationbeingpresented.Finally, the inter-
facemust be customizedto the user’s task environmentso attentioncan easily be
switchedbetweena JITIR andthe user’s primary task.All this integrationwith the
taskenvironmentmakesevaluationdifficult, becauseobservationsin onetaskdomain
may not generalize to others.

This chapterdescribesthree user studies.How far the resultsgeneralizeto other
domainsdependson many environmentalfactors.More importantthantheresultsfor
a particularenvironmentis why theresultsoccur. Thestoriesbehindthedataareuse-
ful for understandingJITIRsandhow they canbeappliedto othertaskenvironments.
For this reason,all three studieswere concludedwith informal interviews asking
users for anecdotes and insights about their experiences.

Thechapterstartswith a descriptionof thecorpora(databases)thatwereusedin the
varioususerstudies,followedby descriptionsanddiscussionfor eachstudy. Thefirst
studyis a controlled-taskexperimentthatcomparestheusefulnessof JITIRsto a tra-
ditional searchengine.The secondstudyevaluatesthe informationretrieval usedby
theimplementedJITIRs.It alsoexamineshow thedatabaseusedby anRA affectsthe
qualityof suggestion.Third is a long-termuserstudythatlooksatuseof aJITIR over
the course of several months, and in some cases years.
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5.1 Corpora Used Several corpora were used by the JITIRs tested in these experiments:

INSPEC corpus: This is a subset of the INSPEC database1 of conference pro-
ceedingsandjournalarticlecitationsandabstracts,prunedto beespeciallyrich in
citations that are related to research performed at the MIT Media Lab. To create
thecorpus,theOvid INSPECdatabasewasqueriedfor all citationsfrom January
1st 1998 through August 14st 1999 that had a Media Lab researcher as the pri-
maryauthor. In all, 93citationswerefound.Thesubjectheadersfor eachcitation
were listed. These subject headers are assigned by the IEEE, chosen from a stan-
dard INSPEC thesaurus of subject headers.The following subject headers had
beenusedto labelat leastfiveof the93articles:userinterfaces,softwareagents,
human factors, portable computers, virtual reality, interactive systems, Hidden
Markov Models, image sequences, motion estimation, computer aided instruc-
tion, computeranimation,computervision,graphicaluserinterfaces,groupware,
image recognition, interactive devices, multimedia systems, social aspects of
automation, and statistical analysis. The INSPEC database was then queried for
all citations that had at least one of the previously mentioned “Media Lab five-
star” subject headers. This produced a set of 152,860 paper citations that were
especiallyrelevantto MediaLabresearch.A localcopy of thecorpuswascached
and used as the INSPEC corpus.

Media Lab email corpus: Many lab-wide email mailing lists at the MIT Media
Lab are automatically archived, dating from 1988 to the present. The subset of
these archives that are publicly accessable to the Media Lab community were
used as the basis for the Media Lab email corpus. The database is re-indexed
nightly, andasof thiswriting contains209,327emailmessagesfrom 2,467email
archives.For privacy reasons,thisdatabasewasonly madeavailableto theMedia
Lab community, and Lab members were given the opportunity to exclude any
mailing lists from the database.

Agents Group email corpus: The Software Agents group is one of the working
groups within the Media Lab. A special corpus was made by combining the
group mailing list archive with archives from any publicly archived Media Lab
mailing list that was subscribed to by more than two members of the Agents
group. This database is updated nightly, and as of this writing contains 15,083
messages from 41 archives. This database was only made available to members
of the Software Agents Group.

MIT T ech corpus: The Tech is MIT’s oldest student newspaper, and has online
archivesfrom 1985-1986and1989-present.Thecorpusis updatedasnew weekly
issuescomeout,andasof thiswriting contains16,240newsarticles,featuresand
picture descriptions.

Jimminy corpus: A wearablecomputerhasbeenusedby theauthorto takeover
850 notes in the past four years. All these notes are annotated with timestamp,
locationwherethenotewaswritten,peoplewhowerein thevicinity andthesub-
ject of the note. The subjects range from project ideas and class notes to notes
from conversations to dance steps.

1. http://www.ovid.com
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Personalized corpora: Individual users were encouraged to create their own
personalized databases from their own email archives, note files, papers or even
by indexing their entire home directory. The size, quality of information and
specificity of these databases varied dramatically.

5.2 Controlled Task
Evaluation

The point of this first experiment was to answer the following question:

How doesusinga JITIR affecthowa personseeksoutand
uses information?

The cost vs. expectedbenefitframework describedin Chapter3.1.2 predictsthat a
JITIR will be usedto retrieve informationthat would not otherwisebe retrieved,as
long as (1) the expectedbenefit of retrieving the information is lower than the
expectedcostand(2) the effort requiredto retrieve that informationby othermeans
would not be worth the expected benefit. The two-second rule described in
Chapter3.1.3statesthat the level of effort beyondwhich a personwill not botherto
take actionis often very low. This rule predictsthat,at the low-effort end,even if a
JITIR only decreasesthe effort requiredto find information by a few secondsit is
likely to beusedmoreoften.In otherwords,reducinga ten-secondsearchprocessto
two secondsshouldhave a muchlargerimpacton usagethanwould a reductionfrom
a one minute process to fifty-two seconds.

This experimentcomparesthe information retrieval patternsof experimentalgroup
subjectsgiven the RA, Margin Notesanda searchengineversuscontrol groupsub-
jectsonly givenaccessto asearchengine.All subjectsweregivenasearchenginefor
two reasons.First, it is importantthatsubjectsin bothgroupshave accessto thesame
information.Comparinga taskperformedwith a JITIR to a taskperformedwith no
information tool is unfair, sinceexperimentalgroup subjectswould have accessto
informationthatis completelyinaccessibleto thecontrolgroup.Second,it is usefulto
comparetheuseof JITIRsandthesearchenginewithin theexperimentalgroupto see
which is preferredandwhethersearchengineuseis decreasedwhena JITIR is intro-
duced.

5.2.1 MethodTwenty-seven subjectswere recruitedfrom the MIT communityof undergraduates,
graduatestudentsandalumni via email lists, postersanddirect request.They were
told only that they were participatingin an experimentin which they would write
aboutMIT housing.Subjectsweredivided randomlyinto experimentalandcontrol
groups.

After signingtheconsentform subjectsweregivena pre-tasksurvey askingbaseline
informationabouttheir knowledgeonMIT housing,how muchthey caredaboutsuch
issues,andhow often they readthe MIT Technewspaper. Surveys, taskdescription
and other supporting material for this experiment are listed in Appendix A.

Experimentalgroupsubjectswereprovidedwith andgivenbrief trainingontheuseof
Emacs,theRemembranceAgent,Margin NotesandtheMIT Techsearchengineweb
page.2 ControlgroupsubjectsweregivenEmacsandtheMIT Techsearchpageonly.
The MIT Techsearchpageusesht://Dig3, a freely availablesearchenginethat pro-
videstheability to searchfor webpagesthatcontainall keywordslisted,containany

2. http://www-tech.mit.edu/search.html
3. http://www.htdig.org
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keyword listed, or match a booleansearch.The RA, Margin Notes and the Tech
searchpageall pulledfrom thesameMIT Techcorpusof newsarticles.Subjectsrated
themselveswith anaverageEmacsexpertisebetween“occasionaluser”and“regular
user.” Only onesubjectwasmorethanan occasionaluserof the RA, andnonehad
used Margin Notes more than occasionally.

Subjects were then given the following task:

Pretendyouare a guestcontributor for theTech andwrite
an editorial or news article aboutMIT housing. Thearti-
clecouldcover theFreshmenOnCampusdecision,gradu-
atehousing, new dormitories,or anyotheraspectof MIT
housingandhow it affectsstudentlife. Thearticle should
be around a page (about 600-700 words).

You will haveup to 45 minutesto completeyour article.
This is not meantto rush you,but rather to put an upper
boundon the duration of the experiment.If you complete
thearticle before the45 minutes,get theexperimenterand
hewill continueto thenext phase. If youwish,at theendof
the experiment your article will be emailed to and/or
printed out so you can havea copy. Your article will be
compared to articles written by others in this experiment
based on a number of criteria.

You shouldhavealreadyreceiveda quick tutorial with the
Tech search page, EmacsRAandMargin Notes.Feel free
to usethesetoolsasmuch or as little asyouwish in writ-
ing your article. If you havequestionsnow or during the
experiment please ask the experimenter.

The control group task description was identical except it did not mention the RA or
Margin Notes.TheRA, Margin Notesandthewebbrowserwereinstrumentedto log
the articles read and the search terms entered with the search engine.

Emacswas placed in one “virtual desktop” and the web browser was placed in
another, andsubjectswererequiredto hit a functionkey to changebetweenapplica-
tions.Requiringusersto switchscreens(andthuslosevisualcontext) is anextra bur-
denthatprobablyaffectedtheusageof thesearchengine.However, theTechsearch
pagetakesmorethanhalf ascreento display. If bothapplicationswerepresenton the
samevirtual desktopsubjectswould needto eithericonify or tile theapplicationsto
switchbetweenthem.Ratherthanleave theapplication-switchingstrategy up to indi-
vidual subjects,theseparatevirtual desktopswerechosento forceconformity. Given
theselimitations on screenreal-estate(even on the 21” display that was used),the
requirementto switchvirtual desktopsto accessthesearchengineis well within the
boundsof thenormalusagepatternsof a searchengine.Notealsothatbringingup a
full documentin theRA replacesthecurrentbuffer, sotheRA hasanassociatedloss
of visual context as well.

Thetopic of MIT housingwaschosenfor two reasons.First, housingis a topic most
peoplein the MIT communityknow aboutandcareabout.In the pastfew yearsthe
MIT administrationhasmadeseveralcontroversialdecisionsabouthousing,prompt-
ing severaldemonstrations,sit-ins,andlettersto theeditorin schoolnewspapers.Sec-
ond, it is a topic oftendiscussedin theMIT Tech.Of the16,240articlesin theTech
corpus 1,197 (7%) contain the word “housing.”
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After writing theessay, subjectsweregivena post-tasksurvey thataskedthemto rate
theusefulnessof thedifferenttoolsused.Thetoolsusedwereratedbasedonhow dis-
tractingthey were,usefulnessin the task,how muchthesubjectwould want the tool
whenperforminga similar task,how muchthesubjectpaidattentionto thetool, and
how often the suggestions/ resultsdisplayedwereusefuleven whenthe subjectdid
not follow theresultto seethefull article.Subjectswerealsoaskedto ratetheir own
expertise with the tools provided and to rate the difficulty of the task.

Theessaysproducedin thetaskwerecodedalongthreecriteria:overall quality, num-
berof referencesto factsandnumberof referencesto Technews articles.Codingwas
blinded:two codersweretrainedwith anexampleandthencodedall essayswithout
knowing whether they were control or experimentalgroup. Overall quality was
defined as “good logical flow.”

Fourteencontrol group and thirteen experimentalgroup subjectswere tested.Of
these,two outliersfrom thecontrolgroupvieweda numberof articlesmorethan1.5
timesthe inner-quartiledistancefrom thethird quartile,andwereeliminated.Oneof
thesetwo reportedthathehadfinishedearlyandbrowsedtheTechaboutotherissues
for theremainingtime, theotherreportedshehadlittle knowledgeabouthousingand
so wrote about “what the Tech says about housing.”

It shouldbenotedthattwo-thirdsof theexperimentalsubjectshadnever usedtheRA
or Margin Notesbeforethe experimentand only one had usedthe RA more than
occasionally. A similar task with expert users would be interesting for comparison.

5.2.2 Usage ResultsAs canbe seenfrom Table3, subjectsfrom the experimentalgroupviewed around
threetimesasmany differentTecharticlesasdid thosein the control group.Within
theexperimentalgroup,subjectsviewedaroundtwo-and-a-halftimesasmany articles
usingtheRA asthey did usingthesearchengine.Thedifferencebetweentotal pages
viewed in the two groupsand the differencesbetweensearchengineand RA use
within theexperimentalgrouparesignificantto the0.01level. Lessthanone-thirdof
the experimentalsubjectsviewed any documentsthat were suggestedby Margin
Notes,andeventhosedid not view many. This is not surprising,sincesubjectswould
not evenseea suggestionfrom Margin Notesunlessthey first usedthesearchengine.
For all practicalpurposes,thenumberof timesa subjectusedthesearchenginewas
an upper bound on the number of times Margin Notes was used.

The numberof uniquearticlesviewed hada significantpositive correlationwith the
subject’s expertisein Emacs(r = 0.56,p = 0.05),accountingfor 32%of thevariance.
Not enoughsubjectshadexpertisein usingtheRA to noticeany statisticallysignifi-
cant correlation.

TABLE 3. Number of unique Tech articles viewed (n=12, n=13)

Total
Search
Engine Emacs RA

Mar gin
Notes

Control Mean

Control Median

Experimental Mean

Experimental Median

2.8 1.7± 2.8 1.7±

2 2

7.3 2.4± 1.9 1.0± 4.9 1.9± 0.5 0.5±

8 2 6 0
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5.2.3 Preference Results Subjectswho weregiven all threetools showed a consistentpreferencefor the RA
over the searchengineandthe searchengineover Margin Notes.As canbe seenin
Table4, seventy-sevenpercentof experimentalsubjectsrankedtheRA astheir num-
ber onechoice.(Onesubjectranked both Margin Notesandthe RA asnumberone
andtwo subjectsdid not useor rankthesearchengineor Margin Notesat all, soper-
centages do not add up to 100%.) Rankings are significant to the p=0.05 level.

As canbeseenin Table5, theRA wasalsoratedapointhigherthanthesearchengine
(out of seven) for both usefulness and desirability, given the following two questions:

• How useful did you find the [tool] (1-7)?

• If youwereto performasimilar task,how muchwouldyouwantto havethe[tool]
running and available (1-7)?

Thedifferencesbetweenusefulnessof thesearchengineandtheRA arestatistically
significant(p=0.05).The differencesbetweenthe searchengineand Margin Notes
andthedifferencesin whetherthesubjectwould wantto usethesystemagain arenot
significant. Errors are listed to the p=0.05 level.

5.2.4 Level of Distraction It wasexpectedthatbecausetheRA andMargin Notesareproactive they would dis-
tract the user. However, the survey resultsindicatethat this wasnot the case,andin
factthesearchenginewasconsideredmoredistractingthantheRA or Margin Notes,
thoughnot significantlyso.This statisticmaybeoff dueto confusionwith theword-
ing of the question.For example,someof the subjectsrespondedthat “the search
enginewasn’t distractingat all, I did not useit.” Othersrespondedthat “the search
engine was extremely distracting, and therefore I did not use it.”.

TABLE 4. Experimental group reported ranking (n=13)

Experimental
Search Engine Emacs RA Mar gin Notes

% Subjects Who Ranked #1 23% 77% 8%

% Subjects Who Ranked #2 54% 15% 8%

% Subjects Who Ranked #3 8% 8% 69%

TABLE 5. Ratings (n=12 control, 13 experimental)

Control
Search Engine

Experimental
Search Engine Emacs RA

Mar gin
Notes

Found Useful (1-7)

Would Want Again (1-7)

3.17 1.1± 3.8 1.3± 5.1 0.7± 2.8 1.1±

5.5 1.1± 4.8 1.1± 6.0 0.8± 3.9 1.2±

TABLE 6. Reported level of distraction for the different tools (1-7)

Search Engine
(control)

Search Engine
(experimental) Emacs RA Mar gin Notes

2.8 1.1± 2.6 1.3± 1.5 1.0± 1.8 0.5±



93

5.2.5 Time Taken and
Article Length

Subjectswere given a maximumof forty-five minutesto completetheir essay, and
weregivena five-minutewarningbeforethe time limit. Almost all userstook up till
thefive-minutewarningor theforty-five minutemark,giving a meantime of 44 min-
utes to write the essayfor the control group and 40 minutesfor the experimental
group.However, only 28% of the subjects(four control group, threeexperimental
group)statedthat they did not have enoughtime to adequatelycompletethe essay,
indicatingthat subjectswerefilling the time allottedeven thoughit wasnot strictly
necessary. Therewasno significantdifferencebetweenthe time takenby subjectsin
the control and experimental group.

Therewasalsono significantdifferencebetweenthelengthof essaysproducedin the
control andexperimentalgroups,andboth groupshadhigh variance.Control group
essayshada meanlengthof 537words(standarddeviation = 204words)andexperi-
mental group essays had a mean length of 527 (standard deviation = 253 words).

5.2.6 Differences in
Essays

Finally, theessaysthemselveswereexaminedandcodedto seeif a differencecould
be found betweenthe control and experimentalgroups.Articles were blinded and
codedfor numberof explicit factsmentioned,numberof referencesto the Techand
“overall quality of logical flow.” Thescoresgivenby thetwo codershadcorrelations
coefficientsof r=0.8, r=0.75,and r=0.45 respectively. However, individual variance
amongindividual subjectswas high and no statistically significantdifferencewas
found between the two groups.

5.2.7 DiscussionTheseresultssupportboth the costvs. expectedbenefitframework andthe two-sec-
ond-rule.

Usersretrievedbetweentwo andthreetimesasmany documentswith theRA aswith
thesearchengine,eventhoughsearchengineusedid not significantlydiminishwhen
theRA wasadded.This resultsupportsthecostvs.expectedbenefitpredictionthata
JITIR encouragesretrieving andexaminingnew informationthatwouldnototherwise
be examined.The subjective preference,usefulnessand distractionratings further
support the idea that the documents that were read were actually useful in some way.

This interpretationis alsoconsistentwith subjectcommentsin post-taskinterviews.
For example,two subjectsin the experimentalgroupindependentlycommentedthat
they “wouldbewriting opinions,andtheRA wouldbringupthefactsto supportthose
opinionsautomatically.” This is in contrastto one control groupsubjectwho com-
mentedthatasa matterof pridehewentto thesearchengineto checkhis facts,but it
wasa largeeffort andhealmostdid notbother. Thetrade-off wasbestsummarizedby
anotherexperimentalsubjectwho commentedthat“the hits [from theRA] weren’t as
effective or relevant as the onesfrom the searchengine,but I would never bother
using the searchengine.” For this user, the searchengineproducedmore focused
resultsbecausehecouldexplicitly controlthequerythatwasused,but this additional
accuracy was not enough to warrant the additional effort required.

It is alsointerestingthatsucha largenumberof extradocumentswereretrievedwhen
subjectswereprovided with a JITIR. The costvs. expectedbenefitframework pre-
dicts theseextra documentsare followed either becausethe effort is lower with a
JITIR, becausethe JITIR proactively providesinformationthat wasnot expectedto
exist (increasingexpectedbenefit),or both.Assumingat leastsomenumberof these
extradocumentsthatwerefollowedwerebecauseof loweredeffort, this resultimplies
that thereis a large advantageto decreasingtool-usetime from the roughly ten sec-
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ondsneededto usethe searchengineto the one or two secondsneededto usethe
Remembrance Agent. In other words, it supports the two-second rule.

This interpretationis alsosupportedby subjectinterviews.For example,two subjects
commentedthat theextra effort of switchingbetweenscreens(a singlefunctionkey,
plusa lossof context on thescreen)wasa barrierto usingthesearchengine.Clearly
if suchsmall levels of effort are a barrier, then minor reductionsof suchbarriers
shouldhave large pay-offs. On the otherside,oneexperimentalgroupsubjectnever
usedthe RA at all. He commentedthat he hadtried to usethe mouseto click on a
number, but hadmissed(usingthe mouseto bring up suggesteddocumentsrequires
clicking on a singlenumeralwith themouse).He wasnot very familiar with Emacs,
andfoundthat typing thefour characters“control-c r <number>”wastoo difficult to
botherbringingupadocumentcomparedwith theeaseof typingasinglefunctionkey
to change screens and reach the interface with which he was familiar.

Anotherinterestingresultwasin comparinguserknowledgeto searchengineuse.On
averagetheexperimentalgroupusedthesearchengineslightly lessthandid thecon-
trol group,but the differencewasnot significant.However, the two groupsdiffered
greatly in how search-engineusecorrelateswith knowledgeaboutthe topic of MIT
housing.In thecontrolgrouptherewasaninsignificantcorrelationbetweenuseof the
searchengineandtopic knowledge(r = 0.19).In theexperimentalgrouptherewasa
large andsignificantnegative correlationbetweennumberof articlesretrieved with
thesearchengineandtopic knowledge,accountingfor 61%of thevariance(r=-0.78,
p=0.002).Therewasno significantcorrelationbetweenknowledgeof the topic and
use of the RA. This difference in the groups can be explained as follows.

Information usecan either be data-driven or idea-driven. In a data-driven task the
informationthatis availabledriveshow thetaskis accomplished.For example,asub-
ject might searchfor anything relatedto “housing” andwrite aboutwhathefinds.In
idea-driventasksinformationis retrievedto supporta topic andlogical argumentthat
is alreadyformed.For example,asubjectmightbewriting abouthigh rentsin Boston
and want some numbers to back up that claim.

TheRA givesinformationthatis relatedto whatis alreadyin aperson’senvironment.
Sometimesthe relationshipswill beunexpected,but suggestionswill rarelybecom-
pletelyunrelatedto theenvironment.This dependenceon local context meansJITIRs
aremoreuseful for idea-driven tasksthanfor data-driven tasks.Given a blank page
the RA cannotoffer suggestions:it needsa context. Searchengines,on the other
hand,canprovide informationon topicsnot yet in theenvironmentaswell assupport
for alreadyexistingarguments.Becauseit is lesseffort to accessinformationfrom the
RA thanto performa queryusingthe searchengine,it is expectedthat the RA will
competefavorably for support-typeinformation taskswhile leaving the retrieval of
information on new topics to the search engine.

This theoryexplainsthestrongnegative correlationfound in theexperimentalgroup
betweensearchengineuseand knowledgeaboutthe topic. Peoplewho knew little
aboutMIT housingusedthe searchengineto find information that could form the
coreof theiressay. TheRA doesnothelpthis taskaswell asasearchengine,which is
why thereis only a small and stastisticallyinsignificantdrop in searchengineuse
betweenthecontrolandexperimentalgroups.Peoplewhoknew a largeamountabout
MIT housingoftenhada line of reasoningfor their essaybeforeever looking for new
information; they only neededsupportfor their existing arguments.In the control
group subjectsusedthe searchengineto find supportfor the arguments.Subjects
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usingtheRA, on theotherhand,would oftenhave informationsupportingtheir argu-
ments brought up automatically, removing the need to use the search engine.

5.3 Information
Retrieval Evaluation

The secondexperiment examineshow traditional information retrieval relatesto
JITIRs.As describedin Chapter3.2,informationretrieval algorithmsareusuallyeval-
uated in terms of relevance.Queries,and thus the topics for which relevance is
judged,arechosensuchthat the databasecontainsinformation relatedto the given
topic (Voorhees1999). It is arguedin Chapter3.2.8thatrelevanceis not theappropri-
ateevaluationmetric for JITIRsbecauseeven thougha suggestionis relevant it may
not be valuableto a userin his currentsituation.Instead,the evaluationmetric pro-
posedis oneof utility, whereutility is broadlydefinedassomevaluewithin a given
taskor environment.It is alsoargued(in the discussionof priors in Chapter3.2.6)
thatJITIRscannotrely on thedatabaseusedbeinga goodmatchfor theuser’s partic-
ular task,and that the choiceof databasecanmake a large differencein the utility
received from a JITIR.

The primary goal of this experiment is to show the following:

Therelevanceand utility of a suggestionare correlated,
but only loosely.

Thematch betweenthe corpus,the taskenvironment,and
the algorithms used affects the utility of suggestions.

The experimentevaluatesthe relevanceandusefulnessof informationretrieved and
suggestedby Margin Noteswithin thecontext of a particulartaskenvironment(writ-
ing or re-readingresearchpapers)andcorpus(theINSPECcorpusandtheMediaLab
email corpus).Therelevanceandusefulnessscoresgive indicationsof thequality of
suggestionsproducedby a JITIR, at leastwithin this taskenvironmentwith this cor-
pus.However, the primary goal of the experimentis to show that the main modeof
evaluationfor traditional information retrieval (i.e. relevancegiven queriesthat are
hand-chosenfor a particularcorpus)arenot goodenoughto predict the utility of a
JITIR.

It shouldbe notedthat this set of experimentsare evaluatingrelevanceand utility
within the confinesof a single task,namelyhow suggestionsmight be useful to a
researcherwho is writing or re-readinga papersherecentlywrote.Othertaskscould
be chosen,suchasreadingor reviewing a paperwritten by someoneelseor writing
email.OthercorporaandIR algorithmscouldalsobeusedinsteadof theonestested
here.The goal is not to show that the resultsobtainedherearegenerallyapplicable,
but ratherto show thatthemethodologyusedto evaluatetraditionalIR cannotbeused
reliably for evaluatingJITIRs. For moregeneralizableresults,Section5.4 describes
the long-term user experiments that have been performed.

5.3.1 MethodMediaLab researcherswereaskedto submitconferencepapersandarticlesthey had
convertedto HTML andplacedon theweb. Two copiesof eachpaperwereannotated
by Margin Notes,oneusingthe INSPECcorpusandoneusingtheMediaLab email
corpus.Thesetwo corporaarecloseto thesamesize:at thetimeof theexperimentthe
INSPEC corpus was 152,860 documentsand the Media Lab email corpus was
183,125documents.Both arealsocustomizedfor a Media-Labaudience.However,
theINSPECdatabaseis abettermatchfor annotatingresearchpapers.Thedocuments
in theINSPECdatabasearealsoof higherquality (providemoretrustworthy or useful
information)on averagethantheemail archives.The two corporawerecomparedin

(Voorhees 1999)
Voorhees, E. and D. Harman,
Overview of TREC7,NIST Spe-
cial Publication 500-242, 1999
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thisexperimentto gain insightinto how muchthequalityof databaseaffectstheover-
all performance of a JITIR.

For this experiment,all sectionswereannotatedregardlessof whetherthe relevance
passeda minimum threshold.A printout of both copiesof the annotatedpaperwere
given to the author. In the interactive version the keywords for a sectionare only
shown onmouse-over, but in theprintoutall keywordswereincluded.Also, relevance
scoresfor eachsectionwereblankedoutsoauthorswouldnotbeundulybiased.With
eachannotatedpapera packet wasincludedthatcontainedprintoutsof eachcitation
or email suggestedby Margin Notes,along with the following questionsfor each
annotation:

1. How relevant was this citation to your paper in general (1-5)?

2. How relevant was this citation to the specific section it annotates (1-5)?

3. How useful would this citation be if you saw it while writing or re-reading
your paper (1-5)?

4. For what reasons might this citation not be useful (circle any/all that apply)?

• The cited work is not relevant enough

• The cited work is low-quality

• I already knew about the cited work

• I don’t need any more references for this section

• Other:

5. How well do the title, authors and date part of the margin note indicate the
usefulness of the citation (1-5)?

6. How well does the entire margin note (title, authors, and date + keywords)
indicate the usefulness of the citation (1-5)?

7. Other comments on this citation / annotation?

For the email packet, the word “citation” was replaced with “email message.”

(Budzik 1999)
Budzik, J., and K. Hammond.
Watson: Anticipating and Con-
textualizing Information Needs.
In Proc. of the 62nd Annual
Meeting of ASIS, 1999.

Nine researcherswereasked to evaluatethe annotationsfrom the INSPECdatabase
on theirpapers,for a totalof 112specificannotations.Sevenof thoseresearchersalso
turned in evaluationsfrom the Email database,for a total of 76 annotations.(The
email survey was addedin the middle of the experimentalrun, and two of the
researchershadalreadyleft the Media Lab andcould not be reached).This experi-
mentalprotocol is similar to (and influencedby) the protocol usedby Budzik and
Hammond for evaluating the Watson system(Budzik 1999).

Note that this methodologycan producetwo kinds of samplingerrors.First, only
MediaLab researchersandpaperswereselected,which maynot berepresentative of
a larger population.Second,becauseseveral sectionswere taken from the same
papers the individual sections are not completely independent.

5.3.2 INSPEC Relevance
vs. Usefulness Results

In generaltheINSPECannotationswereratedhighly for relevance.As canbeseenin
Table7, theaveragescorewas3.3 out of 5 for relevanceto thepaperin generaland
3.4 out of 5 for relevanceto a specificsection.More importantly, aroundhalf the
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annotationsreceiveda scoreof four or five for relevanceto theannotatedsectionand
the paper in general. All errors are shown at the p=0.05 level.

The resultsin Table7 are for all annotations,regardlessof whetherthey received a
high enoughrelevancescorefrom Margin Notesthat they would bedisplayedin the
real system.If annotationsareranked accordingto the relevancescoregeneratedby
Savantandthetop 20%of annotationsarecompiled,theresultis a muchbetteraver-
ages for relevance, but not for usefulness. These results are shown in Table8.

In boththetop20%of annotationsandthefull set,usefulnessscoreswerenotasgood
asrelevancescores.The averageusefulnessscorewasonly 2.7, with only a third of
the annotationsreceiving a 4 or 5. As canbe seenin Table9, relevancewasalmost
alwaysratedgreaterthanor equalto usefulness.This one-sideddependenceis a clear
indicationthat,at leastfor this task,relevancewasa necessarybut not sufficient con-
dition for usefulness.

TABLE 7. INSPEC annotation rating breakdown (5 = best)

General
Relevance

Section
Relevance Usefulness

Score= 1 16% 21% 32%

Score = 2 16%  9% 18%

Score = 3 21% 16% 15%

Score = 4 17% 19% 18%

Score = 5 30% 35% 17%

Average Score

%Score = 4 or 5 % % %

TABLE 8. INSPEC “best 20%” annotation rating breakdown (5 = best)

General
Relevance

Section
Relevance Usefulness

Score= 1 14% 19% 38%

Score = 2 10%  0% 14%

Score = 3   5% 10% 10%

Score = 4 19%   5% 14%

Score = 5 52% 67% 24%

Average Score

%Score = 4 or 5 % % %

3.3 0.3± 3.4 0.3± 2.7 0.3±

47 9± 54 9± 35 9±

3.9 0.7± 4.0 0.7± 2.7 0.7±

82 16± 77 18± 36 21±
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Thereasonsgivenfor why acitationmightnotberelevantarelistedin Table10.Note
that more than one answer might be given for a particular citation.

Readerswerealsoaskedwhethertheannotationdescriptionwasa goodindicationof
whetheranannotationwould beuseful.As mentionedin thediscussionof Ramping
Interfacesin Chapter3.3.5, the hopeis that badannotationscanbe recognizedand
ignoredwith minimumdistractionwhile still alertingthereaderto usefulannotations.

As canbe seenin Table11, the informationcontainedin the initial annotationwas
usuallyenoughto determinewhethera suggestionwould beusefulor not. Theaddi-
tion of keywords improved those results.

TABLE 9. Differ ence between Relevance and Usefulness

Differ ence
% Citations with this Gen.
Rel. minus Usefulness

% Citations with this Sec.
Rel. minus Usefulness

-4  0  0

-3  0  0

-2  4  5

-1 13 13

 0 46 36

 1 20 27

 2  4  6

 3  4  3

 4 11 11

TABLE 10. Reasons citations might not be useful

Reason % Citations for which reason was given

Not relevant enough 42

Already knew about citation 29

Low quality 12

Citation is own paper 10

Don’t need more references  7

Other  4
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5.3.3 INSPEC Results
Discussion

As indicatedin Table9, relevancewasnecessarybut not sufficient for anannotation
to be useful.This resultwaspartially dueto the constraintsof the taskenvironment
and the phrasingof the question:“How useful would this citation be if you saw it
while writing or re-readingyour paper?”Thediscussionon the long-termuserstudy
will show broadercriteriafor usefulness.However, it is still reasonableto expectthat
suggestionsnot relevantat all to thecurrentenvironmentwill beno moreusefulthan
any other randomly selected document from the corpus.

Of particularinterestis the reasonsgiven in Table10 for the 14% of citationsthat
wereratedlow on usefulness(1 or 2) but high on generalrelevance(4 or 5). Of these
citations, 100% were noted as being not useful becausethe citation was already
known by thepersondoingtherating.Moreover, 68%werenotonly known, but were
in fact written by the persondoing the rating.Onemight saythesedocumentswere
too relevant to be useful.

Thesehighly relevant but not usefuldocumentscamein two categories.Most were
not usefulbecausethey werealreadyknown. While it would be useful to eliminate
thesesuggestionsthroughsomeform of userfeedbackor perhapsa userprofile, they
arenotbadsuggestionsontheir face.In particular, they mightbequiteusefulto auser
who haslessknowledgeaboutthepaperbeingannotated,i.e. someonewho doesnot
know aboutthe suggestedcitation already. The secondcategory of documentswere
thosethat wereso similar that no new informationwaspresented.For example,one
suggestionwasfor the citation to the very paperbeingannotated.This sort of error
occursmorefrequentlyoutsideof thisparticulartaskdomain.For example,if auseris
browsing old emailsit is almostcertainthat the first suggestionis for the particular
mail beingviewed. No new information is provided by this kind of suggestion.To
avoid this kind of problemMargin Notesattemptsto detectandnot show documents
thatarealmostidenticalto thecurrentenvironment,but thedetectioncannotbeper-
fect becausedocumentscanstill differ from the currentenvironmentin only trivial
ways.

Finally, it shouldbenotedthat just becausea documentis known doesnot meanit is
useless.Of the thirty-threedocumentsthat were listed aspossiblynot beinguseful
becausethey werealreadyknown, 20%werestill givena usefulnessscoreof four or
five.Onesubjectmentionedthat,eventhoughsheknew aboutthecitations,they were
still useful reminders.

TABLE 11. INSPEC suggestion helpfulness (5 = best)

Description
Only

Description
+ Keywords

Score= 1 2% 1%

Score = 2 10% 9%

Score = 3 21% 14%

Score = 4 33% 26%

Score = 5 35% 50%

Average Score 3.9 0.2± 4.2˙ 0.2±
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Therearealsootherreasonsa suggestionmight not beusefulasidefrom relevanceor
alreadybeingknown. For example,12% of the suggestionswerelabeled“low qual-
ity.” Quality, of course,is a subjective judgement.For example,one citation was
labeledaslow quality becausethesubjectmatterwasa topic thathadbeenexplicitly
discountedby theauthor:it discussedformalismsfor his field whenhis paperexplic-
itly ignoredformalapproaches.Finally, it is possiblethatnosuggestionwill beuseful
simplybecausetheuserdoesnotneedor wantany new informationin thecurrenttask
environment.

5.3.4 Corpus and
EnvironmentDif ferences:
Media-LabEmail Corpus
Results

The INSPEC corpus is in many ways the perfect match for annotatingresearch
papers.It is a goodfit for the task,it is of narrow focusandcitationshave all been
througha peer-review processto insurequality. To gain someinsight into the impor-
tanceof a gooddatabase,the sameexperimentwasconductedwith the Media Lab
Email corpus.While still personalizedfor the Media Lab researchcommunity, the
email corpusis not asclosea matchfor researchpapers,its focusis quitebroadand
the quality of email content varies widely.

As canbeseenin Table12,relevanceandusefulnessscoreswereonaverage0.75(out
of five) lower than for the INSPECdatabase.Several readersalso commentedthat
Email suggestions were far less useful than the INSPEC suggestions.

Differences between the two databases are all significant at least to the p=0.05 level.

As canbeseenin Table13, the reasonsgiven for why emailmight not beusefulare
similar to thereasonsgivenfor theINSPECdatabase,exceptreasonsweregivenfor a
larger percentage of documents.

TABLE 12. Media Lab Email annotation rating breakdown (5 = best)

General
Relevance

Section
Relevance Usefulness

Score= 1 42% 33% 58%

Score = 2 16% 12% 21%

Score = 3 11% 17% 16%

Score = 4 8% 14% 1%

Score = 5 24% 24% 4%

Average Score

INSPEC Avg
(fr om Table7)

2.6 0.4± 2.8 0.4± 1.7 0.2±

3.3 0.3± 3.4 0.3± 2.7 0.3±
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DifferenceswerelesspronouncedbetweenemailandINSPECfor how well theanno-
tations indicatedwhether the documentwould be useful. The differencebetween
descriptionsonly aresignificantto p=0.02,differencesbetweendescriptionandkey-
word together are not significant.

5.3.5 Discussion on
Corpus Differences

Thereare several reasonsthe Email corpusproduceslower quality resultsthan the
INSPECcorpus.Most importantis the suggestionson averageare lower relevance.
Lower relevancecanbedueto two problems.First, the INSPECdatabaseis focused
specificallyon researchtopics.Theemailcorpushasa muchbroaderrangeof topics,
andthereforethepercentageof documentsthatmightberelevantto aparticularpaper
is probablylower. Second,theemailstendto haveawide rangein termsof document
lengthandfocusof subject.Thesecanboth causedifficulties for the particulartext
retrieval algorithmbeingused.For example,oneparticularlylong (fifty page)email
wasgivenasa suggestionfor severalpapers,andwasalwaysgivena low usefulness
and relevancy rating. The paperwas incorrectly chosenbecausethe particular text
similarity metricusedgivestoo muchweight to long documents.Thesimilarity met-
ric canbefixedby applyingbetternormalizationtechniquessuchasthosedescribed
in (Singhal 1996), but the larger point is that onecorpus(the INSPECcorpus,with
relatively fixed-lengthdocuments)is a bettermatchfor theparticularalgorithmused
thananothercorpus.Theproblememphasizestheneedfor usinganadaptableframe-
work suchas Savant, wherealgorithmscan be picked on the fly dependingon the
environment.

TABLE 13. Reasons email might not be useful vs. INSPEC

Reason % Email r eason given
% INSPECCitations
(fr om Table10)

Not relevant enough 55 42

Already knew information 36 29

Low quality 18 12

Email is from author 4 10

Don’t need more references 4  7

Other 4  4

TABLE 14. Media Lab Email suggestion helpfulness (5 = best)

Description
Only

Description
+ Keywords

Score= 1 12% 0%

Score = 2 13% 9%

Score = 3 16% 13%

Score = 4 35% 44%

Score = 5 24% 33%

Average Score

INSPEC Avg
(fr om
Table11)

3.4 0.3± 4.0˙ 0.2±

3.9 0.2± 4.2˙ 0.2±

(Singhal 1996)
Singhal, A. et al, Pivoted Docu-
ment Length Normalization, in
Proceedings of SIGIR’96, 1996,
pp. 21-29
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Anothercommentwasthatit is harderto judgewhetheranemailis highquality. Most
INSPECcitationshavegonethroughapeer-review process,insuringaminimumlevel
of quality. Furthermore,theconferenceor journal in which a citation is publishedis
usuallyagoodindicationof quality. Email lacksboththeseindicators,leadingat least
onesubjectto commentthatit wasdifficult to tell whethertheinformationin anemail
was accurate.

Finally, INSPECcitationsincludeanabstractthatis intendedto contextualizeapaper.
The abstractmakescitationseasyto readin isolationandstill understandwhat they
areabout.Email documentsareoftenwritten in thecontext of a largerconversational
thread that is missing when a single email is read in isolation.

5.4 Long-Term User
Studies

The third andfinal experimentlooks at the useof the RemembranceAgent,Margin
Notes,andJimminy “in thewild,” thatis in unconstrainednaturaluseover thecourse
of many months.Thesystemsloggedusagepatterns,but moreimportantandgeneral-
izablearethestoriestold duringinformal interviews.Theprimarygoalsof thisexper-
iment are to at least partially answer the following questions:

What kind of value do people get from a JITIR?

What issues are important for designing a JITIR?

5.4.1 Method Variousversionsof theRemembranceAgenthasbeenavailablefor freedownloadon
the Web sinceJune1996,and Margin Noteshasbeenavailable for usewithin the
Media Lab sinceJuly 1997.Sincethat time Margin Noteshasundergoneonecom-
pleterewrite, the RA hasundergonetwo. In the first four monthsof 2000,five hun-
dredandfour separatemachinesdownloadedtheRemembranceAgentfor anaverage
of four uniquedownloadsper day. Threehundredforty-five peoplearecurrentlyon
the announce list for future releases.

Userswereinterviewedover emailandin person.Therewasno standardsetof ques-
tions; they were asked simply to tell storiesabouttheir experiencesgood and bad.
Unsolicitedstorieshave alsocomeup in casualconversationwith users.Thelog files
for six users of the RA were also analyzed.

5.4.2 Long-term Log-file
Results

The log files analyzedherearefrom six usersof the RA, threefrom the Media Lab
andthreefrom theInternetat large.All wereusingtheirown combinationof personal
databases.Thelogsspannedfrom threeto sevenmonthsof usagedata.Notethatusers
in this studywereself-selecting,in thatonly logs from peoplewho hadusedtheRA
for a long periodof time wereused.Furthermore,becausethe samplesize is small
these log-file results are not statistically significant and should be taken as anecdotal.

Thetotal amountof time loggedfor all six userswas740calendardays,312daysin
which theRA wasactively beingused.In this time period186,480suggestionswere
displayed(includingduplicates),197(0.1%)of whichwerefollowedafterbeingauto-
maticallysuggestedbasedontheuser’s localcontext. Basedonthisdata,userslooked
at approximatelyonesuggestionevery four calendardays,or abouttwo suggestions
perweek.Notethat this time spanincludesweekends,vacation,andpotentiallyeven
full monthswheretheRA is never turnedon.Countingonly dayswheretheuserwas
usingtheRA at all, a uservieweda documentevery 1.5 days,translatingto between
four and five times a week.
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Whenusersfollow a suggestionthey areaskedto ratethevalueof thedocumentsug-
gestedfrom onethroughfive,fivebeingthebest.However, ratingis notmandatory, as
forcing usersto rate documentswould add an extra effort to a processwhich is
alreadyhighly effort-sensitive. As expected,this led to only 25% of the suggestions
thatwereactuallyfollowedbeingrated(49 out of 197),sotheremaybea significant
sample-bias.Averageratingwas3.1outof five,with analmostflat distributionacross
all scores.

5.4.3 Interview ResultsIn all, 104storieshavebeencollectedfrom 34separateusersof theRA, Margin Notes
andJimminy. Storiescomefrom 23 long-termusersof oneor moreof the systems
(eightfrom theMIT community, fourteenwhodownloadedthesystemfrom theInter-
net,plus theauthorandoneothercollaborator),sevensubjectsfrom thefirst (essay)
experimentandthreesubjectsfrom the second(IR) experiment.Threeof the inter-
vieweesplustheauthorarewearablecomputeruserswho have usedeithertheRA or
Jimminy on the wearablecomputer. ThesewearableusersincludeThadStarner, the
developerof theLizzywearablecomputeranda collaboratoron theearlyversionsof
the RA. Someof thesestoriescomefrom the author’s researchdiary; thesestories
will be indicated as such.

Thestoriesandcommentshave beendividedinto four mainareas:thevalueof using
a JITIR, issuesregardingthedesignof JITIRs,other issuesincludingprivacy andthe
useof a JITIR in a larger communitysetting,and future directionsand desired fea-
tures. The first threeareasare discussedbelow; future directionsare discussedin
Chapter7. While not all thestoriescollectedarediscussed,thesamplingshown gives
the flavor and range of user experiences.

5.4.3.1 Value of a JITIRAs discussedin Chapter3.2.8,therearemany differentwaysin whichtheinformation
providedby aJITIR canbeof valueto aperson.Thesevaluescanbeorganizedin dif-
ferentways,but onesplit is accordingto whetherthe informationsuppliedis usedto
starta new action,to supportthe taskalreadybeingperformed,to contextualizethe
task alreadybeing performed,or to entertain.The distinctionsbetweenthesefour
groupingsarenotexactandsomecasesmayfall into morethanonecategory, but they
give an indication of the range of possible uses a JITIR can have.

(Crabtr ee 1998)
Crabtree, I.B. et al. Adaptive Per-
sonal Agents, inPersonal Tech-
nologies, 2(3) 141-151, 1998

Inf ormation that pr ompts a shift in the task being performed. Suggestionsin this
category are useful because they provide information that changes the task a user is
performing in some major way. One example comes from a collaborator who was
writing a proposal while using Radar(Crabtr ee 1998), which is the Microsoft Word
version of the RA developed in conjunction with British Telecom:

[Theproposal]wasmoreor lessfinishedandI wasediting
it. Almostwherever I wentin thisproposalRadarkeptsug-
gestinganemaila colleaguehadsentmethat I keptignor-
ing. I didn’t associatethis guy with the work that was
being proposed,but as it kept bringing it up I thoughtI
hadbetterhumourit (imaginehumouringa pieceof code
for God’ssake!!!) It wasa goodthing I looked,becausehe
hadattacheda similar proposalfromsomeoneelsein [the
company] that he thought I might be interestedin. If I
hadn’t looked at it and referencedthis other proposal it
would have made mine look pretty silly!
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The author’s research diary logs a similar experience using the RA with email:

WhenI wastheMIT BallroomDanceClub publicity chair,
someonewrotemeaskingfor our fall-termschedule. I was
busyandwouldhaveput him off, but it turnsout this was
thesecondtimehehadwritten to ask.Hedidn’t saysoand
I didn’t remember, but hisfirst requestfromtwoweekspre-
vious came up. So I wrote back immediately, saying
“Sorry I didn’t get back to you sooner....”

In another example from the research diary, Margin Notes running on the INSPEC
database produced the following result:

I was looking at the “Shopper’s Eye” project web page
from Anderson Consulting and Margin Notes came up
with a citation for it. Everyonein the group had thought
the work wasn’t published.So I sent the citation to the
group mailing list. While writing the email, the RA (run-
ning with my personal email archives) brought up an
email that saidoneof thegroupmembers hadbeenat the
conferencewhere the work had beenpublished.SoI also
asked in the email if he had heard their talk.

In all threecasestherewasno reasonto expectthatusefulinformationwasavailable,
and in fact the user did not even know he had an information need. By providing
unexpectedly useful information, the JITIR both increased the expected benefit of
reading the full text of the information provided and reduced the effort of doing so.

TheRA canalsoprovide informationwherethereis aknown informationneedbut the
userdoesnot know that information is available. For example,several usershave
reportedthatthey would bein theprocessof askinga questionin email,only to have
theRA answertheir questionfor them.For example,oneof theMediaLab userssent
this mail to the software agents group mailing list:

Anyoneknowoffhandwho anonymizer.com’s competitors
are? I also seemto rememberthat someone(Bell Labs?)
was running an experimentalNym servicewhere you’d
haveoneID on their siteandthey’d createnymsfor youto
useonotherWebsites...Ah, theRAtells meit wasLucent,
the URL was http://lpwa.com:8000/which now mapsto
Proxymate.com. Any other leads?

In the preceding example, the sender of the email found the answer while writing the
question, then changed the email to ask a follow-up question. This pattern is also evi-
dent in other emails, e.g. this email from the author:

I think I asked this before, but where’s the twiddler X-
driver... oh,wait – myRAjust told me. Thanksanyway;-).
So when’s it going to be pointed to from the wearables
page?
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There have also been several reported cases where someone has asked an RA user a
question via email and the RA brought up the answer. In some cases the user of the
RA would have answered the question regardless, but the RA reduced the effort
required to find the answer. For example, this entry from the research diary:

My roommatesent me email saying: “Hi Brad, Joanie
mentionedsomeparty she’s having tonight, and said I
couldget the info fromyou.Are yougoing?” Thefirst hit
from the RA wasJoanie’s invitation, which I would have
had to dig up for him otherwise.

Othertimesthequestionwassentto awidemailinglist ratherthanto anindividual.In
thesecasesthereis lesssocialpressureto respondto thequestion,andthusthebenefit
of finding an answer is lower than it would be for answering a direct question. For
example, at one point a user sent email to the Media Lab main mailing list asking if
anyone could recommend a good dentist in the area. In response to the email, the
author’sRA broughtupamessagesentto asocialmailinglist ayearandahalf earlier,
recommendingaparticulardentistafew blocksawayfrom MIT. Becausethequestion
wasnotdirectedto anyonein particularandbecausetheauthordid not rememberthat
recommendationsfor adentistwerein hispersonalemailarchiveshewouldnothave
botheredto searchthearchives.However, theRA bothincreasedtheexpectedbenefit
of retrieving thefull documentandreducedthecostof retrieving theinformation.He
therefore forwarded the recommendation to the Media Lab list.

It is alsopossibleto deliberatelyusetheRA asa brainstormingtool. Oneof thesub-
jects in the first experiment described his experience writing his essay as follows:

It’ s almost an unfair advantage to have the RA. I just
startedwriting down words to brainstormfor the essay,
and read the things it brought up.

Similarly, oneof theMediaLabusersdescribedhisuseof theRA asabrainstorming
tool like so:

...it is alsointerestingto write poetrywith theRAon. I get
a few interestinghits thatwaytoo.Usuallymail pertaining
to my girlfriend or my ex-girlfriends...

In the last two examples a specific relevance to the task at hand is less important,
because the task itself is less defined. In such cases a search engine will not necessar-
ily be useful because it is not even clear what the topic of a search should be.

Supporting material. As discussedin thecontrolled-taskexperimentin Section5.2,
oftena JITIR is usedto bring up supportingmaterialfor argumentsthatarecurrently
being made.For example,when peoplewere writing about MIT housingthe RA
wouldbringupTecharticlesthatbackedup theclaimsbeingmade.Thisclassof sug-
gestiondoesnot drasticallychangethe taskbeingperformed,but doesaugmentthe
waythetaskis beingperformedin someway. For example,theresearchdiary logsthe
following experience when using the RA on personal email:

While writing email about MP3 piracy and the lawsuits
againstNapster, I wasarguing that a lot of lawsuitswere
trying to stop legal activity. TheRA poppedup the 1996
storyaboutC2Netgettingsuedby theSoftware Publishers
Associationfor not signingtheir “code of conduct.” It was
a great example, and I had forgottenall about it. After
readingtheemail, I waswonderingwhathappenedto the
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lawsuit.Thethird hit downwasan ACLU noticefromtwo
monthslater that said thesuit hadbeendroppedafter the
negativepressit produced,but theSPA reservedthe right
to refileit. I includedtheexampleto helpsupportmyargu-
ment.

In this case the example was used to add to an existing task, namely to argue a partic-
ular point. The RA can also provide supporting material that would be retrieved by
other means regardless. Another example from the same discussion on copyright
demonstrates this point:

I was writing [to a mailing list] about copyright and I
mentionedPamelaSamuelson’s article about how copy-
right law is beingusedfor censorship.I wantedto include
a URL to the article, so I watchedthe displayas I typed
until I had finishedthe sentence, thenher article popped
up. From there I got the URL.

In thisexampletheultimateoutcomeis notchanged(theURL wouldhavebeenfound
regardless), but the RA saved time and effort.

In anotherform of support,severalusersrun theRA over Linux HOWTO files, tech-
nical manualsand referencepages.Often they find the particular information they
needis oneof the suggestionsbeingdisplayed.In thesecasesthe existenceof sup-
portingmaterialis oftenknown, but it isn’t worth a largeamountof effort to retrieve
thatinformation.TheJITIR lowersthecostof retrieving theinformationto acceptable
levels.

Inf ormation that contextualizes the current envir onment.Even if the information
provided doesnot directly affect how the currenttask is performedit canstill help
contextualizethecurrentenvironment.For example,oneuserdiscussedhow heused
theRA while writing aclasspaper. TheRA suggestedemailthatwassentto theclass
list in previousyears.While hedid not useany of thesuggestedinformationdirectly
in hispaper, hesaidit was“reassuringto seethatpeoplewereusingtechnicaltermsin
the sameway I was.” In otherwords,the RA helpedcontextualizehis paperin the
broader framework of students who had already taken the class.

Anotherexampleof contextualizationis when large projectshave many piecesthat
interconnect.In thesecases,theRA canhelporganizethedifferentpiecesof informa-
tion. For example,ThadStarnerusestheRA on his wearableto orderhis notesfiles.
Whenwriting anote,if theRA suggestsa relatedfile hewill combinethecurrentand
relatedfile so that relatednotesarekept together. Otherusershave commentedthat
they usetheRA for writing hypertext documents,andoftenwill link suggestionsinto
thedocumentascontextualizingor supportingmaterial.A userwho downloadedthe
RA from the Internet had a similar usage pattern:

I’m a sociology Ph.D. studentdoing lots of interviewing
andtheRAis veryusefulfor suggestinglinks betweendif-
ferent interview transcripts.Also, I useit to suggestother
relevant texts I have written, theoretical papers I have
written, research notes, and so forth.
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Another example came from a user of Radar (the Microsoft Word version of the RA
built in collaboration with British Telecom):

I was updating my CV [and] most of the emails Radar
cameback with were job advertpostings.Thatwaspretty
spooky!

In this lastcasetheuserwasnotactively lookingfor ajob,but thesuggestionsstill put
his CV into the larger context of jobs that were available.

As afinal example,oftenpeopledoingtechnicalsupportvia emailwill getrepeatcus-
tomers;clientswho reporta bug or a problemandthensix monthslater write back
again with a new problem.Several usershave reportedthat the RA hasbroughtup
previousemail from clientswriting with problems.Sometimestheseemailsgive use-
ful informationlike thekind of hardwareor configurationtheclient has.Othertimes
the new problemis unrelatedto the old, but the suggestionstill givesthe contextual
informationthat this is not a brandnew client needingassistancebut is a repeatvisi-
tor. Theestablishedrelationshiphasimplicationsfor thetoneof response,or perhaps
a follow-up on the old problem will be added to the end of the new response.

Value for other tasks and entertainment value.Therehave beenmany caseswhere
thesuggestionprovidedby theRA or Margin Notesis notusefulor evenrelevantto a
user’s current task,but is valuablefor otherreasons.This classof suggestionis illus-
trated by this recent example from the research diary:

I waswriting to mymomanddadaboutmythesisdefense,
and mentionedthat Marti Hearst showedup. As I was
describingwhoshewas,a suggestion[fromtheRA] came
up for an announcementof a talk shegaveat Stanford in
1997(I’m still on someStanford mailing lists). Theinfor-
mation wasn’t useful for writing the email to Mom and
Dad becausethey don’t needthat kind of detail, but the
announcementwas useful to me becauseit talked about
someof Hearst’s research that I didn’t know about, but
should have.

In thisexample,thesuggestionwasnotusefulfor thecurrenttask,but wasusefulin a
completelydifferenttask(namely, asbackgroundfor this thesis).Suchrelevanceto a
different task is not completely by chance, because events in a person’s life are not
completely disconnected from each other. In this case, the email being written was
about a person who attended the author’s thesis defense, so it is reasonable to expect
that suggestions might be related to the research that was being defended.

Thereareaalsomany exampleswherea suggestionis not usefulfor thecurrenttask,
but is valuable because it isentertaining. For example, one user excitedly reported:

Your Ph.D. thesistold meto senda list of “Top 10 Things
AboutThanksgivingThat SoundDirty But Aren’t” to my
friend. So I did.

While writing a friendly letter the RA had suggesteda humor piece that he had
received in email sometime before.Thesubjectwasnot directly relatedto the letter
hewaswriting. However, thetoneof thehumourpiecefit thetoneof theemailhewas
currentlywriting, soheincludedit in hismessage.In thiscasethesuggestionwasnot
necessarilyusefulto solvinga task,andit is not evenclearwhatkind of information
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could be considered“useful” when writing a friendly letter. But it was definitely
entertaining, and he was glad it had made the suggestion.

In a relatedcase,the authorwas browsing the web looking for a distractionfrom
work. He cameacrossa joke page,which wasannotatedby Margin Noteswith sev-
eralmorejoke emails.While not exactly relatedto thepageexceptin basicstyle,the
jokesstill fit thetoneof whathewastrying to do(find distractions)andwereusefulin
the context of this larger goal.

Another user described the RA as entertaining as follows:

I write a lot of emailto mygirlfriend (obviously).However
I find it immenselyentertaining that the RA brings up
emailsfrom my ex-girlfriends...and I do go through the
emailsevery oncein a while just to seewhat my ex was
talking about or what I was talking about to my ex.

Again, thesuggestionsarenotusefulto any particulartaskbeingperformed,but they
are entertaining. Finally, the research diary mentions the following experience:

I was writing email to Alan, and one of the lower-down
suggestionshadthesubject“quote of theday.” I couldtell
it hadnothingto dowith myemailbecauseof thekeywords
– it was only suggestedbecauseit was email from Alan
and it had theword “quote” in it (I wasaskingif I could
quotehim in my thesis).But I thoughtit might be cuteto
readsoI did. It wasa funnyquoteandI wasglad I sawit.
A random-numbergenerator could probably have done
just as good a suggestion.

In this last case, the suggestion was completely irrelevant to the task and it was clear
from the keywords that it was irrelevant. And yet the resulting document was judged
to be valuable. This example also shows how a good interface can make up for mis-
takes in the information retrieval process, even to the point of occasional irrelevant
suggestions still being valuable.

5.4.3.2 Design Decisions The need for filtering . Early testingof the RA andMargin Notesshowed the need
for domain-specificfiltering of non-usefulinformation. In particular, the keywords
associatedwith emailswould oftenmatchbasedon wordslike “forwardedfrom” and
otherheaderinformation.Also, whenreadingemailtheRA would oftensuggestdoc-
umentsbasedon theemail’s signatureline ratherthanbasedon thebodyof themes-
sage.HTML documentshadsimilardifficultieswith differentkindsof tags,asseenin
this research journal entry:

Sohere’sa bizarrehit – I waslookingat someold ragtime
dancemoveson the wearable, and the RA wasconvinced
that it wassimilar to a coupleof webpagesfrommyDis-
courseclass.Why, youask?Well, thedancemovesfile has
all sortsof thingslike “gr ape-vineleft, releaseleft hand,
manturns 180,etc.” Thediscoursefile is HTML, and the
relevant part for the RA was things like “<td
align=”left”>Oct. 24<td align=”left”>Intonation and
Speech Synthesis” etc.
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Fromthesetwo examplesandotherlike themit becameclearthatsomepartsof docu-
ments were not useful, but that the detection of those useless components varied
dependingon thedocumenttype.This revelationled to thedocument-typeandquery-
type dependent filtering that is now in the template component of Savant.

Accessibility of fields in display. The displaysfor the RA, Margin Notesand Jim-
miny areall designedto make it simpleto scanoneor severalfieldswithoutnecessar-
ily readingthe whole display. Someof the trade-offs discussedin Chapter4 include
thedisplayof many fieldsof information(evenat thecostof truncatingsomeof the
longerfields)anddisplayinginformationin fixed-widthfieldsin theRA andJimminy
so the valuesfor a particularfield type form a singleeasilyscannablecolumn.The
importance of this scanability is shown in this research journal entry:

Someoneasked [on a mailing list] if anyoneknowsof a
goodtechnology for printing road maps.I’m busyso I’m
not evenreadingwholeemailslike this; I’m just scanning
them.I wonderto myselfif I havesomethingin my files
abouthis question,and peakdownat the top RA hit. The
subject[of the suggestion] is “Mapblast” but the date is
from1996so I figure it’ s probablynot all that relevant to
today’s technology. I don’t even bother looking at the
other hits in the list or other fields; I just file his email
without answering it and go on.

In this example, thesubject field indicates what might be a useful suggestion, but the
date field offers more information that reduces the probability that the suggestion is
useful. Because both fields were easily scannable the user was able to quickly make
an assessment about whether to look at the suggestion further, and in this case he did
not. The total elapsed time was no more than a couple of seconds.

Usershavealsocommentedthatcertainfieldsaremoreimportantthanotherfieldsfor
determiningthe value of a suggestion,but that the details of this importanceare
dependenton the kind of informationbeingdisplayed.For example,oneof the sub-
jects in the information-retrieval experimentcommentedthat when Margin Notes
truncatedthe title of a paperor journal article it wasdifficult to tell what a citation
wasaboutwithout retrieving the entiredocument.Truncationwasnot asmuchof a
problemfor the email databasebecausesubjectlines wereshorter. This observation
led to the database-specific formatting of field-length.

Two-second rule.JITIRs aredesignedwith thenotion thatevaluatingandaccessing
informationshouldbeastrivial aspossible,andthatwhenaninformationtasktakesa
smallamountof effort already(ontheorderof a few seconds),smalladditionalreduc-
tions in effort will have large effects.JITIRs provide information that is not useful
enoughto retrieve by othermeans,or at leastarenot expectedto beusefulenoughto
retrieve.

Several examplessupport this notion. First, Thad Starnerhas commentedthat he
wears the Twiddler (the wearablecomputer’s one-handedkeyboard) on his hand
much of the time, even when not actively taking notes:

Theextra overheadof putting downyour coke can to get
the Twiddler is too much – you won’t do it.



110

One of the subjects in the essay experiment made a similar comment about using the
RA versus using a normal search engine:

Hits weren’t as effective or relevant as when using the
search engine, but I’d never use the search engine.

In both these cases the extra effort being discussed is quite small, on the order a few
seconds. And yet that small difference tends to have a large effect on usage patterns.
In thereversedirection,oneof thesubjectsfrom thefirst experimentcommentedthat
he did not use the RA at all and only used the search engine, because he found it too
difficult to click on the line number (a single-character wide target) and typingcon-
trol-c r and the number was “too many keystrokes compared to just using the search
engine.” Here again the issue of only a few keystrokes (plus a less well-known inter-
face) has a large effect on his usage pattern.

Finally, from long-termuseof Jimminy it hasbecomeapparentthatit is quitedifficult
to bring up andreador evenskim anentiredocumentwhile in a conversationwithout
appearingdistracted.Four main techniqueshave beendevelopedby the wearables
users for these situations:

• Don’t bring up full documents at all, but use the suggestion itself to jog normal
memory.

• Don’t bring up full documents until attention is on another participant in the con-
versation. This technique usually entails noticing a suggestion and then waiting
for anappropriatepausein theconversationto actuallyretrieveandscanthedocu-
ment.

• Startasentencewith filler, for example“the answerto thequestionis...” andwhile
that is being said bring up and quickly scan the rest of the document for the
answer. This is a somewhat risky move. Starner describes one occasion where he
started to answer a question in class (“what is deixis?”) while looking up the
answer, but mistypedakey duringretrieval. Hewoundupsaying“Deixis is when
a person... uh, just a second....” The class laughed, but also realized that Starner
hadbeenusingthewearableothertimesin thepastwhenhehadfoundtheanswer
by the end of the sentence.

• Makeacommentthatletsotherparticipantsknow why youaredistracted,suchas
“just a second, let me look that up.”

Interestingly, thesetechniquesarenot asimportantwhenin a conversationwith peo-
ple who alreadyhave a goodmentalmodelof what a wearablecomputerdoesand
how the weareris using it. In thesecases,participantscan notice non-verbal cues
whena wearableusertypeson the chordingkeyboardor moveshis eyesto the dis-
play. Theparticipantthenusuallypauseswhile thewearableuserretrievesor writesa
note, then continuesas if nothing had happened.Sucheffects are quite normal in
other social situationswhere the mental model of everyone in the group is well
known. For example,professorswill frequentlypauseduring a lectureto allow stu-
dents to write down notes. Such pauses are a normal part of the non-verbal discourse.

Choosing the right database for the task.Several usershave commentedthat the
databasethey usehasa large effect on whetherthe JITIR is valuable.For example,
one user of the RA commented:

[The] RAis verypromisingtechnology, andI suspectthat I
would find it more useful if I had a more homogenous
database, i.e., I was usually writing papers, and I had a
databaseof papers indexed.However, whenI was using
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[the] RA,I wasdoingstudentjournalism,doingsomeweb
development,writing papers for classes,and composing/
readinge-mails.Thestudentjournalismmaterialhadlittle
relevanceto the other categories of data, for example. I
suppose I may have just needed a larger database.

The problem described here is that the class of documents indexed only sometimes
matches the user’s task. The user suggests a larger database might help, and to some
extent it will because then at least documents relevant to the task will be somewhere
within thecorpus.However, asdescribedin Chapter3.2.6,thissolutionbothcausesa
corpus to be diluted and adds additional CPU and memory requirements to the
retrieval engine.A bettersolutionis for thesystemto automaticallyrecognizeatsome
high level of abstraction what kind of task a user is performing and choose the appro-
priate database accordingly. Based on the user comment above and others like it, the
RA now can automatically select different databases based on the user’s major-mode
(e.g. mail mode, LaTeX mode, or net-news mode). Emacs can automatically set the
user’s major-mode based on the file-name extension or the header of the file being
edited, or the user can set his major-mode by hand.

Note that this featureof the RA doesnot solve the much harderproblemof com-
pletely understandinga user’s context and choosingthe appropriatedatabase.For
example,the RA still cannotdetectthat a user is writing an article for the school
newspaperunlesshehasdefineda specificmodefor this task.However, thechoosing
of adatabasebasedonthekind of editingtheuseris performingdoesallow theuserto
definesomebasicheuristicsthatcanhelp theRA choosetheproperdatabaseto dis-
play.

Evenwhena JITIR cannotitself determinewhatdatabasewill beuseful,theusercan
changeto a differentdatabasemanually. Like therestof thedesignheuristicsassoci-
atedwith JITIRs,theeasierit is to changedatabasesthemorelikely it is thattheuser
will doso.Thisexamplecomesfrom theauthor’s researchdiary, from atimewhenhe
was running the RA on his personal email database:

I was writing email to Thad askingabout stories[of his
useof the RA]. I realizedI might havesomethingin my
Jimminy-notesdatabase, so I switched databasesto see.
Sure enough,I followed two suggestionsfor notestaken
while talking with Thadabout the ease-of-accessaspects
of wearables.Oneof themwassomethingI could usefor
the thesis.

The RA makes it easy to change databases, and also allows the user to display multi-
ple databases simultaneously. This ease of switching encourages checking sugges-
tions from multiple databases. Margin Notes requires changing the proxy server port
number to change databases, which in Netscape requires clicking through five layers
of menus and changing a number, plus reloading of the page being annotated. This
extra effort means users of Margin Notes tend to change databases less often.

Long-termuseof Jimminy hasshown that the importanceof differentfeaturesfor a
particulardatabasewill alsovary dependingon theuser’s taskandenvironment.For
example,when going to conferencesthe person field of a notationis often useful,
becauseit brings up information aboutpeoplewho have not beenseenfor a year.
However, in theauthor’s day-to-dayuseof Jimminy neitherthepersonnor the loca-
tion field areparticularlyuseful,becausethe authoris a graduatestudentwho never
leavesthelab. This meansthatthesamegroupof peopleandlocationsareconstantly
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reoccurringin many situations,andthereforethereis not a strongmappingbetween
the locationof aneventor thepeoplewho arearoundandtheparticulartopic of the
event.Thetext notesof notescontainedin thebodyfield, on theotherhand,arestill a
good indicator of the topic of a particularnote,and tendsto producemore useful
results.Savantusestheinversedocumentfrequency of thepersonandlocationfields
to help alleviate this problem;locationsandpeoplethat areassociatedwith a large
number of notes are automatically given less weight.

5.4.3.3 Other Issues Severalotherissueshave beenraisedin interviews, includingprivacy issues,theuse
of JITIRsin acommunityenvironment,theattributionof apersonalityto aJITIR, and
thefact that thesecondarytasknatureof a JITIR canleadto user’s forgettingto start
the program.

Privacy. Whena JITIR is usedto retrieve personalinformation(e.g.personalemail
archives)or publishedinformation(e.g.citationsfrom INSPECor articlesfrom The
BostonGlobe) therearefew privacy concerns.However, severalusersexpressedcon-
cernwhendatabasesweredrawn from privateor semi-publiccorpora.Clearlythereis
apossibilityfor violationsof privacy if personalcorporasuchasemailarerevealedto
theworld. For this reason,databaseswereonly createdfrom corporawhereall users
with accessto theRA alreadyhadaccessto thedocumentsin thecorpus.For exam-
ple, only Media Lab userswere allowed accessto the databasesdrawn from the
Media Lab mailing list archives.4

However, evenwith thesesafeguardsin placeseveralprivacy issueswereraised.The
largestconcernwasthatarchives,while public to theMediaLab community, arestill
expectedto be readonly by peoplewho areactively searchingfor information.One
Media Lab user described the problem in these terms:

I don’t like the centralizedpermanentpublic archiving of
grouplists.My experiencewith theRAhighlightsonerea-
son: I often get recommendationsof emails that were
clearly not intendedto be seenbeyond the original mail
aliasaudience. For examplethereareflamesby[other stu-
dents] from years ago (occasionallycomplainingabout
otherpartiesin theLab,whowerenotaddressees,but who
will likely seetheflamesif they run theRAor someother
tool, or evengrepor readthearchives).I alsogetsimilarly
sensitiveemailsfromothergroups.TheRAis not theprob-
lem – don’t slay the messenger. The problemis the fact
that we have a central archive of sometimes-sensitive
emailsthat is accessibleto too large and varied a setof
people outside the intended audience.

(Bennahum 1999)
Bennahum, D. Daemon Seed:
Oldemailneverdies,Wired, 7.05,
May 1999

As is mentioned in the above quote, the problem of archives being available to an
unintended audience is not unique to the RA, and in recent years this issue has led to
many corporations instituting email deletion policies(Bennahum 1999). However,
technologies like the RA reuse archives in ways that were not anticipated when the
email was first written and posted. For example, posters to a class mailing list might

4. Mailing listsareby defaultnotarchived,but many list administratorsturnonarchiving. Thesearchives
range from general technical lists (e.g. thewearables list or thelinux-users list) to group and class-spe-
cific mailing list archives. All are protected with Unix group file permissions, though most are accessi-
ble to anyone in the Media Lab. Only those archives that are available to anyone within the lab were
indexed, and members of the lab were asked to name any lists they did not want to be indexed.
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expectclassmembersto look backthroughthearchives,or evenfor peopletakingthe
classin subsequentyearsto look throughthearchives.However, posterswill probably
not expect their emails to appear, unsolicited, on other people’s displays. This is
sometimes called the “Dejanews effect,” after the concerns raised when the company
Dejanews started archiving and making searchable old net news articles.

Evenwhenfiles have beenexaminedandprivatedocumentshave beenremoved,pri-
vateinformationcanunintentionallybe released.For example,ThadStarnerandthe
authorwould often sharenotestaken on eachother’s wearables.All the notesfiles
that wereexchangedwere examinedby their respective ownersbefore-hand.How-
ever, a few daysafter“exchangingbrains”theauthoraskedStarnerabouta particular
meetinghe wasgoing to attend.Starnerwassurprised,asthe meetinghadnot been
publicly announcedandhehaddeliberatelyremovedmentionof themeetingfrom his
notesbeforereleasingthem.However, Jimminy hadcombinedtwo differentpiecesof
informationthat,takentogether, indicatedtheexistenceof themeeting.This example
shows the difficulty in removing privateinformation,even whenthe recipientof the
databaseis a known andtrustedperson.It becomesevenmoredifficult whendistrib-
uting a corpus to a larger user base.

Group minds and the need for context.Thepreviousexamplepointsout oneof the
moreinterestingapplicationsof JITIRs: thecreationof a “group mind” whereinfor-
mationis sharedamongmembersof a communityin anassociative manner. Thebig
advantageof agroupmind is thatinformationis likely to berelevantto aperson’s life
if it is information known by other people in her own community.

As wasdiscussedin Chapter3.3.4,it is easierfor a personto processandunderstand
informationthatshehaspreviouslyseen.A suggestionof thiskind jogsauser’smem-
ory, but muchof theknowledgerequiredto interpretthesuggestionis alreadyin the
user’s head.Secondeasiestto processor understandis a suggestionthathasnot been
seenbeforebut wheretheuserknows thesuggestion’s context. For example,theuser
maynothaveseenaparticularsuggestedemailbut mayknow thesenderandthetopic
being discussed.Many of the examplesdiscussedabove fit into this kind of group
mind. Suggestedinformationthat is written for anaudiencethatdoesnot includethe
user are the hardest to interpret, contextualize and understand.

Oneexampleof a misinterpretationof anRA suggestioncamefrom a subjectin the
informationretrieval experiment.Oneof the annotationsfrom the Media Lab email
archiveswasanemail from a studentin anothergroupat theMediaLab thatjokingly
said “look what I’ve beendoing” and includeda citation discussingsomeabstract
physics research.In fact, the citation he sent was from anotherresearcherat an
entirely differentuniversity that happenedto have the samefirst andlast names.All
theoriginal recipientsof theemailknew thesenderandknow it mustbea joke.How-
ever, the subjectwho saw the email did not know the original senderwell andcom-
mented “wow, I had no idea he was working on that sort of thing.”

As anotherexample,anothersubjectin theIR experimentcommentedthatshereada
suggestedemaildiscussingthetopic of herpaper, but shedid not know if theperson
writing theemailwascompetent.Thisdifficulty stemmedfrom two sources.First,she
hadnot readtheparticularemail list to which themail wassent,soshehadnot seen
the senderof the email before.Second,email doesnot includea reputationmecha-
nismuponwhichshecouldfind moreinformationaboutthepersonsendingtheemail.
The INSPEC database,on the other hand, included a built-in reputationsystem,
namely the reputationof the peer-reviewed journal or conferenceproceedingsin
which the citation is published.
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In a final example,when Starnerand the authorexchangednotesfiles from their
respective wearablesit wasoften hard to interpretsubjectlines from the otherper-
son’s notes.For example,Jimminy would occasionallydisplaya suggestionwith the
subject“linux” from Starner’s notesfiles. Starnerknew what informationwascon-
tained in hislinux file, but the author did not.

Social expectations when using a JITIR.Onceit becomesknown that a personis
usinga JITIR, otherpeoplestartchangingtheir expectationsaboutthe user. Several
usershave commentedthat their friends now sendthem questionsfor their RA to
answer. For example, one user received mail from a friend asking:

You havea neatemail program, I gather. Could you find,
say a time I said to you “you’ re just a regular Lloyd
Dobler, aren’t you?” (or somethingin that vein) – let me
know.

Using the RA he found it quickly, but the important point is that people realize that
suchquestionsarelessof aburdento auserof aJITIR andthereforefeelmorefreeto
ask them. Once several people in a group start using a JITIR, especially when every-
one is known to use a similar database, then other assumptions are made. For exam-
ple, one RA user sent the following email to the agents mailing list after loading the
printer (Godzilla) with thesis-bond paper:

Godzilla is aboutto be filled with thesispaper. If you are
not familiar with the implicationsof this, pleaselook at
your RA window to seemany treatisesby Lennyon the
topic. :)

The implication of his email was that people should not print while he was printing
his thesis, a topic of much flamage a year previous when Lenny was printinghis the-
sis.

(Reeves 1996)
Reeves, B. and C. Nass,The
Media Equation: How People
Treat Computers, Television, and
New MediaLikeRealPeopleand
Places, 1996

Attrib ution of personality. In a seriesof experiments,ReevesandNasshave shown
that peoplewill personifytechnology(Reeves1996). True to their results,usersof
JITIRs will often describethemin anthropomorphicterms.Several of the examples
listed above containanthropomorphismssuchas“I thoughtI hadbetterhumourit”
and “your Ph.D. thesistold me to....” Another long-termuserfrom the Media Lab
commentedthatwhenMargin Noteswould make a badsuggestionhewould think to
himself “Oh, silly Margin Notes.You think this is relevant becauseof thesewords,
but it isn’t.”

Forgetting to turn it on. Oneof themoreparadoxical(andfrustrating)aspectsof the
usersof JITIRs is that they often forget to turn on the system.One userfrom the
Media Lab commentedthat the RA wasquite usefulwhenhe wasrunningit but he
never rememberedto start it. Another userwho downloadedthe systemfrom the
Internethada similar experience.TheRA hada bug (now fixed) thatcausedit to be
turned off whenever the GNUS news-readingprogram was run. This user com-
mented:

RA would be more usefulto me if I could turn it on and
leaveit on. I find that whenusingGNUS(pgnus)RAonly
lastsfor readingonenewsgroupandmustbere-invoked.I
mostoftenjust forget to turn it back on....My lazinessgets
worse:I thinkmyuseof RAwouldbea lot moreeffectiveif
I remembered to recatalog my notes.Mostly, I havebeen
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just taking[the program] andletting it dowhatever it does
from the collection I first indexedback with my first ver-
sion.

In spite of this so-called laziness, these users and others like them claim the RA and
Margin Notes are useful and desirable even though they forget to start them. When
asked about this seeming contradiction users did not have an explanation, but it fits
within the effort-accuracy framework. Unlike directed-use tools such as search
engines, there is usually never a point when a user knows she needs to use a JITIR.
Thewholepoint is thattheJITIR surprisestheuserwith usefulinformation.Because
theJITIR is usuallyin thebackgroundfor auser, it is easyto forgetto startthesystem
if it is not currently operating. For this reason, many users configure the RA to auto-
matically turn on when reading email or when starting Emacs.
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CHAPTER 6 Related Systems

In the sciences, we are now uniquely privileged to sit
side by side with the giants on whose shoulders we
stand.
– Gerald Holton

ThischapterdescribesotherJITIRsaswell assystemsthatarerelatedbut donotqual-
ify asJITIRsunderthestrictdefinitiongivenin Chapter1.1.Thelist providedhereis
not intendedto beacompleteannotatedbibliography, but ratherto show therangeof
techniques being pursued in this field. For theoretical work related to this research,
see Chapter3.

6.1 Other JITIRsThe systemsdescribedin this sectionhave all threefeaturesrequiredto be a JITIR:
proactivity, aninterfacethatis accessiblebut non-intrusive,andadependenceonlocal
context to producesuggestedinformation.Thesesystemscanbedescribedin termsof
how they selectthe informationthey provide andhow that informationis displayed.
In otherwords,they canbedescribedin termsof informationretrieval andinterface
design.The informationretrieval methodsusedcanbe further broken down into the
amountof historythatis consideredto belocal context, how structuredthelocal con-
text thatis sensedneedsto befor thesystemto work, andhow structuredtheinforma-
tion provided by the systemneedsto be. The interfacedesigncan be describedin
termsof how muchunrequestedinformationthesystemprovidesversushow muchit
requirestheuserto dig for information,i.e.how thesystemtradesoff accessibilityfor
non-intrusivenessof the interface.Neitherendof any of thesefour spectrais better
thantheother;theseareall trade-offs thatmustbemadebasedontheenvironmentfor
which a systemis beingdesigned.Eachof thesespectraaredescribedin moredetail
below.

Amount of history used.Chapter3.2.4 describesuser profiles and local context as
two endsof a continuumof informationsourcesa proactive informationsystemcan
useto provide a userwith usefulinformation.At oneendof thespectrum,a userpro-
file includesinformationabouta personthat changesslowly over time, e.g.her his-
tory of actionstaken,her interests,her job title, or hermailing address.At theother
end,local context includesinformationabouta personthat changesquickly, e.g.the
room sheis in, the personsheis talking to, or her currenttopic of conversation.In
betweenthesetwo endsis informationthatchangesover thecourseof hours,daysor
weeks,e.g.hermainprojectfor theweek,thedestinationof a trip shewill be taking
in a few days,or theBirthdaypresentshewantsto buy sometimewithin themonth.
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By definition,a JITIR relieson local context to determinewhat informationis valu-
ableto a user, but systemsthatqualify asJITIRscanstill vary with regardto exactly
where on the continuum they fall as long as they tend towards local context.

Reliance on the structure of the local context.Some JITIRs rely on the domain-
specificstructureof the local context to determinewhat informationto provide. This
relianceon domain-specificlocal context can improve the performanceof a JITIR.
For example,Margin Notesrelieson knowledgeaboutthestructureof HTML docu-
mentsto parsewebpagesinto sections.However, suchreliancealsomakesit harder
to apply the techniques used by the JITIR to other domains.

Reliance on the structure of the corpus.JITIRs can also rely on the domain-spe-
cific structureof thecorpusof informationtheJITIR provides.For example,Jimminy
relieson the fact that the databaseof notestaken on the wearableareall annotated
with information about the user’s physical environmentwhen the note was taken.
While Jimminy canstill fall backon puretext-retrieval whenusinga non-annotated
database,much of its functionality is lost. As with the relianceon structurein the
local context, relianceon structurein thecorpuscanprovide additionalperformance
at the cost of generality.

Accessibility versus intrusiveness.As discussedin Chapter3.3.3, there is often a
trade-off betweenaccessibilityandnon-intrusivenessin a JITIR interface.Different
systemswill fall at differentpointsalongthecontinuumbetweenpresentinginforma-
tion early (maximizing accessibility)and providing almost no information until
requested by the user (maximizing non-intrusiveness).

FIGURE 18. Dimensions of the RA, Margin Notes and Jimminy

Figure18 shows theplacementof theRA, Margin NotesandJimminy alongthefour
dimensionsdescribedabove. Suchplacementis subjective, but givesa roughideaof
wherethesystemsstandin relationto oneanother. All threesystemsrely ontheuser’s
currentcontext morethanaspectsof herhistory. Jimminy is positionedslightly more
towardsthe userprofile becauseit doesrely on which featureshave changedwithin
thelastminute,in orderto setthefeaturebiases.TheRA canimproveperformanceby
relyingon thestructureof thelocal context or corpus(usingthetemplatesystem),but
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canalsooperateeasilywhenthelocalcontext or corpusis raw unstructuredtext. Mar-
gin NotesusesthesamecorporaastheRA but relieson thefactthatthelocal context
is HTML, while Jimminy requiresan annotatedcorpusof notesanda local context
that includesinformationfrom the physical world in order to work asintended.All
three systems are designed to equally trade off accessibility and non-intrusiveness.

6.1.1 WatsonWatson(Budzik 1999)is aJITIR thatproactively suggestsinformationfrom theWeb
basedon a user'scurrentweb pageor Microsoft Word document.Resultsareclus-
teredanddisplayedin aseparatewindow, with thetitle of eachwebpageappearingas
aone-linesuggestion.Clicking on thesuggestionline bringsup thesuggestedpagein
the web browser.

To producesuggestions,Watsonanalyzesthe contentof the documentthe user is
manipulating,identifiesthe most importantwordsin the document,andsendsthose
words to a third-partysearchenginesuchasAltaVista.1 Watsoncanalsousemore
domain-specificthird-partysearchengines.For example,wheneveraMicrosoftWord
user createsan image caption, Watsonwill retrieve imagesfrom the ArribaVista
image search engine2 that might match that caption.

Watsonalso hasa semi-proactive modethe designerscall query in context. In this
mode,a userspecifiesa query in an entry field in the Watsonwindow, just as she
would in a normal searchengine.Watsonthen sendsthe query to AltaVista, aug-
mentedwith termsfrom theuser’s currentlocal context. Thewebpagesreturnedare
related to the user’s query as well as the context of her current task.

FIGURE 19. Dimensions for Watson

Like theRA, Watsonreliesalmostentirelyon theuser’s currentlocal context to find
useful information, rather than relying on a user profile or historical information.
While WatsonusesgeneraldatabasessuchasAltaVista, it alsousesdomain-specific
heuristicswherepossible.For example,thewordsthatarechosenfor usein thequery
sentto thesearchengineareselectedbasedon thepartof thedocumentthey arefrom
(title, section,top or bottomof document),the font usedfor the word, whetherthe
word appearsin a list, anddomain-specificheuristicssuchaswhethera word appears

(Budzik 1999)
Budzik, J. and K. Hammond.
Watson:AnticipatingandContex-
tualizing Information Needs. In
Proc.of the62ndAnnualMeeting
of the ASIS, 1999

1. http://www.altavista.com
2. http://www.arribavista.com

User profile Local context

Structured Unstructured

Structured Unstructured

Accessibility Non-

local context local context

corpus corpus

Watson

Watson

Watson

Watson

intrusiveness



120

in thenavigationbarof a webpage.As mentionedearlier, Watsonalsousesdomain-
knowledgeto find imagesthatmatchpicturecaptions.Thecorpus,on theotherhand,
is relatively unstructuredbecauseWatsonusesthird-partysearchengines.While Wat-
sonmay occasionallyusedomainknowledgeabouta database(e.g.the fact that the
databaseis animageserver), in normaluseWatsononly relieson a documenthaving
anassociatedURL. Finally, Watsondisplaysaroundtenfull web-pagetitles in asepa-
ratewindow. For this reason,theinterfacefor Watsontakesup moreroomandatten-
tion than doesthe interfacefor the RA, in exchangefor making more suggestions
easily accessible.

6.1.2 Suitor The Simple User InterestTracker (Suitor) (Maglio 2000) watchesa person'sweb
browser, word processor, andotherapplicationsandprovidesnews andstock infor-
mationin a scrolling displaydirectly above the taskbar at the bottomof the screen.
Suitorbuildsamodelof auser’s interestsby watchingwhatapplicationis beingused,
whatwebpageis beingviewed,whattext is beingtyped,andwheretheuseris look-
ing on thescreenbasedon aneye-tracker. Thechoiceof whatnews andstockinfor-
mationto displayis thenbasedon this short-termuserprofile that is built up over the
course of several hours.

Suitor is basedon a blackboardarchitecturewith multiple agents,eachlooking for
domain-specificinformation.For example,if apersonis lookingat theIBM webpage
andalsolookingatfinancialpages,oneagentwithin Suitorwill tell thesystemto dis-
play IBM stockquotesat regularintervals.If hestartsusingMicrosoft Word,another
agent will tell Suitor to display tips on using MS word.

FIGURE 20. Dimensions for Suitor

Suitorbasesits suggestionson the interestsa userhasshown over thecourseof sev-
eralhours.For example,if theuserviews a webpageaboutEuropethenfor thenext
few hoursthescrollingsuggestionheadlineswill tendto show news headlinesabout
Europeandtravelling. Theadvantageto usingashort-termprofile is thatamorecom-
pletemodelof theuser’s interestscanbebuilt by watchingmultiple actions.Thedis-
advantageis thatsuggestionsmayno longerberelatedto theuser’s currentinterests.
Suitordoesnot rely muchon thestructureof theuser’s local context, althoughit does
monitorwhatapplicationis beingusedandmakesassumptionsabouttheuser’s inter-
estsbasedon that information.The corporausedarecurrentlystructured,e.g.stock
information is shown whenever a personshows interest in a particular company.

(Maglio 2000)
Maglio, P., et al. SUITOR: An
Attentive Information System. In
The Proc. of IUI 2000, January 9-
12, 2000, pp. 169-176
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Finally, Suitor initially shows only a singleheadlineor stockquote.Only whenthe
user clicks on the scrolling display will he receive other information.

6.1.3 LetiziaLetizia (Lieberman 1997) automaticallyrecommendsweb pagesa personmight
wantto visit, basedonashort-termuserprofileandthewebpageheis currentlyview-
ing. Letizia automaticallycreatesa userprofile by compiling keywordscontainedin
previouspagesviewedby theuser. It thenactsasan“advancescout,” following links
from theuser'scurrentwebpageandbringingup thosepagesin the“local neighbor-
hood” thatmatchtheuser'sprofile. In theRA, Margin NotesandJimminy thesource
of suggestedinformationis static(thoughslowly updated)andtheuser'scurrentcon-
text is usedto retrieve this information. Letizia is just the opposite:the sourceof
information is the user’s currentlocal context (the pageslinked to from his current
webpage),anddocumentsaresuggestedbasedon theuser'sprofile thatchangesover
thecourseof hoursor days.Letiziashowstheentiretyof arecommendedWebpagein
a separatewindow ratherthanpresentinga summaryof potentialhits andletting the
user pick which suggestions to view.

FIGURE 21. Dimensions for Letizia

As mentionedabove, Letizia basesits suggestionson a user profile that can be
updatedover thecourseof days,althoughthecorpusis basedon theuser’s local con-
text. Letizia relieson thefactthattheuseris in a web-browsingenvironmentfor both
the creationof the userprofile andfor suggestingdocuments,althoughit usesstan-
dardtext-retrieval techniques(TF/iDF) to do the final matchingof a suggestionto a
user’s profile. Finally, Letizia shows the entiretyof a suggestedweb pagewithin a
largewindow. This interfacemakesit easyto readandaccessthesuggestedpage,but
is more intrusive and takes more screen real-estate than would a ramping interface.

6.1.4 FIXITFIXIT (Hart 1997) is a JITIR embeddedwithin an expert systemfor copy machine
repair. Basedon the user’s interactionwith the expert system,FIXIT automatically
bringsup copier-repairmanualpagesrelatingto thefault beingdiagnosed.It usesthe
tableof contentsfor the repairmanualto find usefulpages,basedon the diagnosis
producedby theexpertsystem.While thetechniquesusedaredomain-dependent,the
corpus(manualpages)is a legacy systemandwasnothand-annotatedfor usewith the
system.

(Lieberman 1997)
Lieberman, H. Autonomous
Interface Agents. InProc. of
CHI’97, March 1997, pp. 67-74
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(Hart 1997)
Hart, P. and J. Graham. Query-
free Information Retrieval. IEEE
Expert / Intelligent Systems &
Their Applications, 12(5), Sep-
tember / October 1997.
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FIGURE 22. Dimensions for FIXIT

FIXIT usesa user’s currentstatein a diagnosisprocedureto find relevant manual
pages,althoughtheuser’s previousresultsin trackingdown a particularfault arealso
used.The primary featureof FIXIT is that its information retrieval algorithmsrely
very heavily on the particularstructureof the local context andthe structureof the
manualpagesbeingsuggested.In this case,the local context is the potentialfaults
beingproposedby the expert system(basedon a Bayesiannetwork), which mapto
topic headingsfrom the tableof contentsfor themanualthat forms thecorpus.This
relianceon known structuremakesFIXIT well suitedfor therepairof a particularset
of copiers,but also makes it difficult to transferthe techniquesusedor the system
itself to a differentdomain.Finally, by default FIXIT only displaysa small icon next
to a line of outputfrom theexpertsystem,indicatingthata manualentryis available.
Clicking on the icon bringsup a separatewindow containingseveralsuggestedman-
ual pagesthat may be useful in the repairtechnician’s currenttask.This interfaceis
especially non-intrusive, at the cost of making the information harder to access.

6.1.5 WebWatcher WebWatcher(Joachims1997)is similar to Letizia, in that it recommendslinks from
the currentweb pagebeing browsed,basedon a short-termuserprofile. However,
WebWatchercannotsuggestlinks beyond the narrow set of pagesfor which it is
installed.For example,WebWatcherwasinstalledto actasa “tour guide” on theCar-
negie Mellon Universitycomputersciencewebpages,but couldnot work outsideof
that setof pages.Insteadof automaticallylearninga userprofile basedon previous
useractions(asLetizia does),WebWatcherexplicitly asksa userfor hercurrentgoal
or interestwhenshegoesto WebWatcher’s front page.The user’s statedinterestis
usedto determinewhich links from a pageshouldbe recommended,basedon link/
interest pairings that have been learned from previous users of the system.
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(Joachims 1997)
Joachims, T. et al. WebWatcher:
A TourGuidefor theWorld Wide
Web. In IJCAI’97, 1997
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FIGURE 23. Dimensions for WebWatcher

Like Letizia,WebWatcherbasesits suggestionson a short-termuserprofile,with the
pool of possiblesuggestionsdrawn from thelinks off of theuser’s currentwebpage.
WebWatcheralsoreliesheavily on the link structureof thewebto learnwhat link to
suggest.Links are suggestedby comparingthe user’s statedinterestto the link’s
descriptiontext plus the interestsof all userswho have followed the link. Compari-
sonsare basedon a standardTF/iDF documentretrieval algorithm.Links are sug-
gestedby addinga pair of small iconsaroundthe link itself. This interfaceis very
non-intrusive,but doesnot give any informationaboutwhy a link is beingsuggested.
However, the usershouldstill be ableto guesswhy a link is beingsuggested,given
that all suggestions are based on the keywords stated by the user at the start.

6.1.6 PLUMThePeace,Love,andUnderstandingMachine(PLUM) system(Elo 1995)will auto-
maticallyaddhyperlinksto disasternewsstoriesto bettergivea readerapersonalized
understandingof the news. For example,a report that 220 peoplewerekilled in an
Earthquake in asmalltown in Japanwouldcontainhyperlinksfrom thenumber“220”
to a descriptionof whatpercentageof thepopulationwerekilled andhow many peo-
ple that percentage would be in the reader's own home town.

FIGURE 24. Dimensions for PLUM
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(Elo 1995)
Elo. S.,PLUM: Contextualizing
News for Communities Through
Augmentation. Master’s thesis,
MIT Media Arts and Sciences,
1995
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PLUM actuallyusesboththeuser’s local context (thedisasterstorysheis readingon
theweb)anda long-term,staticuserprofile thatcontainstheuser’shometown. Based
on theuser’s hometown, informationin thearticlesuchaspopulationsizesandgeo-
graphicregionsarecontextualizedwith informationtheusercanunderstand.PLUM
relieson the fact that disasterstoriestendto fit a known structure,andit parsesthe
naturallanguagetext to extractthis information.Thecorpusof informationprovided,
on the otherhand,is designedspecificallyfor the system.PLUM is very non-intru-
sive; wordsareturnedinto hypertext links but no other informationis added.How-
ever, like with WebWatcherthe usercanusuallyguesswhat kind of information is
behind a link basedon knowledge in the user’s head(her knowledge about how
PLUM works) and knowledge in the world (the words that makes up the link).

6.1.7 Context-Aware
Archeological Assistant

TheContext-awareArcheologicalAssistant(Ryan 1998)is a mobilesystembuilt for
takingarcheologynotesin thefield. ThesystemrunsoneitherthePalmPilot or New-
ton hand-heldcomputers,connectedto a Global PositioningSystem(GPS).Notes
written usingthesystemareautomaticallytaggedwith theuser’s currentlocation.As
the usermovesaround,notesthat weretaken in the areaappearasiconson a small
mapdisplayedon thehand-held.TheArcheologicalAssistantis very similar to Jim-
miny, asbothretrieve automaticallyannotatednotesbasedon theuser’s currentphys-
ical context.

FIGURE 25. Dimensions for Ar cheological Assistant

The ArcheologicalAssistantonly usesthe user’s local context (his location)to sug-
gestdocuments.However, unlike Jimminy, suggestionsareonly displayedbasedon
location;thereis no fall-backto othercontent.ThismakestheAssistanthighly reliant
on theparticularformatof thedataandlocal context beingsensed.The interfacefor
suggestinginformation is quite subtleandnon-intrusive: individual notesappearas
small boxesoverlaid on top of a mapof the trail the userhaswalked.Clicking on a
square brings up the entire note.
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Ryan, N., et al. Enhanced Reality
Fieldwork: the Context-aware
Archaeological Assistant, in
Computer. Applications in
Archaeology 1997, 1998
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6.1.8 XLibrisXLibris (Price 1998)is aJITIR thatprovidesinformationbasedonadocumentbeing
readin large pen-basedcomputer. Documentsaresuggestedbasedon a querycon-
structedfrom thewordsthatarehighlightedor otherwisenearannotationsthereader
hasmadeusingthepen.Suggestionsthenappearin themargin of thedocument,rep-
resentedby a thumbnailimageof a document.The developersnotethat thumbnails
areusefulfor recognizingpreviously vieweddocumentsbasedon theshapeandflow
of thewordson thepage,but arenot goodfor recognizingnew informationbecause
the words are too small to read.

FIGURE 26. Dimensions for XLibris

XLibris usesonly thetext of adocumentthathasbeenhighlightedor annotatedby the
user, soit useshighly localizedcontext (notevenspanningasinglepage).Thesystem
reliesuponuserannotationsto identify importantregionsof thetext, but beyondthis
any text can form a query. The corpuscanbe any form of text, andno structureis
expectedor used.Finally, the interfaceis designedto be non-intrusive. Like Margin
Notes,theinterfaceusestheplacementof thesuggestionto indicatewhatinformation
a suggestionregards.However, unlike Margin Notes,XLibris only usesthumbnail
iconsof thesuggesteddocument,tradingoff accessibilityof theinformationfor non-
intrusiveness of the interface.

6.2 Other Related
Systems

Thesystemsdescribedin thissectionarerelatedto JITIRs,but donotmeetall thefea-
tures required by the definition.

6.2.1 Forget-Me-NotForget-Me-Not(Lamming 1994) is a portablecomputersystemthat automatically
detectswhereapersonis, whoheis talking to, andotherinformationandstoresit in a
diary. Forget-Me-Not is similar to Jimminy in that information is annotatedand
stored,but Forget-Me-Notcontinuouslyand automaticallystoresinformation to its
diaryfile while Jimminy only logsaperson’sphysicalcontext whenheis actively tak-
ing notes.However, Forget-Me-Notis notaJITIR becauseit doesnotproactively pro-
vide information: it can only be usedto answerexplicit queries.For example,the
diarycanbequeriedto answerquestionssuchas“who wasit thatI raninto afterI got
off the phone with Joe?”

User profile Local context

Structured Unstructured

Structured Unstructured

Accessibility Non-

local context local context

corpus corpus

XLibris

XLibris

XLibris

XLibris
intrusiveness

(Lamming 1994)
Lamming,M. etal.Thedesignof
ahumanmemoryprosthesis.The
Computer Journal, 37(3):153-
163, 1994

(Price 1998)
Price,M. etal.Linking by Inking:
Trailblazing in a Paper-like
Hypertext. In The Proc. of Hyper-
Text’98, 1998, pp. 30-39
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6.2.2 Nomadic Radio NomadicRadio(Sawhney1999)is a wearablesystemthatdeliversnews,voicemail,
andemail via audio.Informationis playedinto two shoulder-worn speakers,starting
with low ambientsoundsandthenscalingthroughlevelsof intrusivenessfrom a sub-
tle auditorycueto full foregroundpresentationof the message.This system,which
Sawhney calls DynamicScaling, is similar to a ramping interfacebut with a few
importantdifferences.Rampinginterfacesaredesignedto make it simplefor theuser
to decidewhat level of informationshewishesto receive. If shedecidesinformation
is not valuableshecan simply not look further. A dynamicscalingsystem,on the
other hand, follows a pre-determinedsequenceof increasingintrusiveness,and it
requiresactiononthepartof theuserto nothearmore.Thisdifferencestemsfrom the
fact thatNomadicradio is audiowhile therampinginterfacesdescribedin this thesis
arevisual.It is easyto avertone’sgazeawayfrom asuggestionandthusnotseemore.
It is much more difficult to “avert one’s ears” and not hear another stage.

To keepthe interfacefrom beingdistracting,NomadicRadiousestheuser’s history,
his localcontext andtheimportanceof themessagebeingplayedto decidehow intru-
sive a messageshouldbe.If theuserhasnot recentlyusedthesystem,if sheis in the
middleof aconversation(asdetectedvia themicrophone)or if amessageis unimpor-
tant thenthe systemwill follow a relatively non-intrusive rampfor outputtinginfor-
mation. For example, the systemmight play a quiet soundof water running that
slowly increasesin volume(thusgettingtheuser’sattention),followedby anauditory
cueanda shortsummary. The full bodyof themessagewould only beplayedif the
userrequestsit. On theotherhand,if thesystemexpectsthattheuseris notbusyor if
a messageis judgedto be importantthena fasterambientsoundandperhapsa full
preview will be played.The systemalsomaintainsa modelof how interruptiblethe
user is at the momentand usesmachinelearningtechniquesto changethat model
basedonhow oftentheuseroverridesthedefault level of dynamicscalingwith which
a message is played.

NomadicRadioproactively provides information in an accessibleyet non-intrusive
manner, but it doesnot choosetheinformationto providebasedonauser’s local con-
text, so it does not count as a JITIR.

6.2.3 Audio Aura Audio Aura (Mynatt 1998)is anotheraudio-basedwearablesystemthatusesambient
soundto automaticallyindicateemail,groupactivity andinformationdeliveredbased
on theuser’s location.Thegoalof Audio Aura is to presentserendipitousinformation
via backgroundaudiocues.Theinformationprovidedis oftentied to theuser’sphysi-
calactionsin theworkplace,e.g.whentheuserpassesby anofficeshehearsthename
of the personwho works there.Like NomadicRadio,onemain researchgoal of the
systemis to provide audioalertsin an accessibleyet non-intrusive manner. This is
accomplishedby carefully choosingsoundswithout sharpattacks,high volumelev-
els, or substantial frequency content in the same general range as human voice.

6.3 Other Interface
Techniques

Several techniqueshave beenproposedfor the presentationof information in an
accessibleyet non-intrusive manner. Thesetechniquesinclude augmentedreality,
ubiquitouscomputingand ambientinterfaces,and variousinterfacesfor presenting
hypertext information. Eachof thesekinds of techniqueswill be briefly described
below.

(Sawhney 1999)
N. Sawhney and C. Schmandt.
Nomadic Radio: Scalable and
Contextual Notification for Wear-
able Audio Messaging. InProc.
of CHI’99, 1999

(Mynatt 1998)
Mynatt, E. et al., Designing
Audio Aura. InProceedings of
CHI’98, 1998, pp. 566-573
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6.3.1 Augmented RealityAugmentedReality(AR) is theoverlayof a computer-generatedgraphicson top of a
person’s vision of therealworld. For example,Columbia’s KARMA system(Feiner
1993)usedahead-updisplayto overlaygraphicalinstructionsanddiagramson topof
real-world devices to aid in taskssuchas copy machinerepair. (Rekimoto 1998)
describessimilar systemwherea personwearsa see-throughhead-updisplay, which
displaysgraphical“post-it notes”thatappearto float on top of realobjects.By track-
ing a person’s headpositionvia a CCD cameramountedon thedisplay, thecomputer
system can move the graphical overlay as if it were a part of the physical world.

While augmentedreality is usuallyassociatedonly with graphicaloverlay, AR can
alsobe thoughtof aswhat might be calleda deictic interface: an interfacethat uses
therealworld to contextualizetheinformationbeingprovidedby linking theinterface
to componentsof therealworld. For example,in Rekimoto’s systema virtual post-it
notemight be “attached”to a VCR andread“don’t usethis, it’s broken.” The inter-
faceitself is usingthe real-world objectthat is physically collocatedwith thepost-it
noteto let the userknow the object to which “it” refers.Audio Aura usesa similar
techniquewhena nameis spokennext to a person’s office.Thelocationin which the
nameis spoken (a featureof thephysical world) is associatedwith thevirtual infor-
mationbeingprovided (the name).Sucha systemmight be thoughtof asa form of
audioaugmentedreality. Taking themetaphoronestepfurther, the interfaceof Mar-
gin Notes could be considereda form of augmentedreality (though most AR
researcherswould probablydisagree).Margin Notesusesa partof therealworld (the
user’s webbrowser, his primarytask)to indicatewhatsectionof thewebpagea par-
ticular annotation regards.

6.3.2 Ubiquitous
Computing and Ambient
Interfaces

While AR integratescomputer-generatedgraphicalinformation into the real world,
the goal of ubiquitouscomputingis to integratecomputationalelementsthemselves
into therealworld (Weiser1993). For example,smallamountsof computationcanbe
integratedinto walls,nametags,andpiecesof furniture.Ubiquitouscomputingshares
many of thesamepromisesasdoesaugmentedreality: thelocationof informationcan
be usedto help convey informationin a way that is easilyprocessedandcontexual-
ized. In the above example,insteadof a virtual post-it noteappearingon a head-up
displayannouncingthat theVCR is broken,a smallcomputerdisplayin theroomor
on the VCR itself would announce the fact.

(Ishii 1998)
Ishii, H. et al. ambientROOM:
Integrating Ambient Media With
Architectural Space, inProceed-
ings of CHI’98, 1998, pp. 173-
174

Ambient interfaces(Ishii 1998) are anothermethodfor providing information in a
non-intrusivemanner. Theideais thathumanscanprocessmany kindsof information
“in thebackground”while still concentratingon a primary task.For example,a per-
soncantell if thereis a lot of traffic outsideof her office without beingdistracted,
becausethetraffic soundshave becomea partof thebackground.Peoplewho design
ambientinterfaceshopeto capitalizeon this ability by conveying informationin the
form of abstractlight spotson thewall, thesoundof wateror raindropsfalling, or the
level of light in a room.Theadvantageto suchinterfacesis they tendnot to bea dis-
traction.However, it is alsodifficult to convey a largeamountof informationthrough
such interfaces.

(Feiner 1993)
Feiner, S.etal.Knowledge-based
augmented reality. CACM,
36(7):52-62, July 1993

(Rekimoto 1998)
Rekimoto, J. et al. Augment-able
Reality: Situated Communica-
tions Through Physical and Digi-
tal Spaces. InISWC’98, 1998

(Weiser 1993)
Weiser, M. Some Computer Sci-
ence Issues in Ubiquitous Com-
puting.CACM, 36(7):75-84,July
1993
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CHAPTER 7 FutureWorkand
Conclusions

A work of art is never completed, only abandoned.
– Paul Valéry

7.1 Future WorkThereareseveraldirectionsin which this researchcanproceed.Thesedirectionscan
becategorizedinto five broadareas:improvedpersonalization,machinelearningand
maintainingstate,improvedusercontrol,communitywareapplicationsandextending
the toolkit. Each of these areas will be discussed below.

7.1.1 Improved
Personalization

In thesystemsdescribedtheonly personalizationis throughchoosinga personalized
databaseandthe settingof a few minor customizationvariables.This is becausethe
researchfocuseson presentinginformationbasedon knowledgeof the world (local
context) ratherthanknowledgeof the user(personalprofile). However, hybrid sys-
tems could be quite effective.

Oneway to addpersonalizationis to combinelocal context with a personalprofile so
suggestionsarerelatedto both.For example,suchasystemmightgiveextraweightto
suggestionsfrom email that are associatedwith peoplethe userknows, or to sug-
gestedINSPECcitationsfrom conferencestheuserhasattended.Thesimplestcombi-
nation would be to add the user’s profile as another “sensor” in the current
infrastructure.This would allow usersto increaseor decreasetheweightgivento the
environmentor personalprofile in termsof what featuresareshown. However, this
could alsobe overdone:giving too muchweight to a profile would causethe same
documentsto besuggestedregardlessof thecurrentenvironment.It is importantthat
if aprofile is usedasa featurein theoverall documentsimilarity metricthatit only be
used to refine the ordering of documents and not become the dominant feature.

Anotheruseof a profile would be to remove certaindocumentsfrom consideration.
For example,a profile could be usedto avoid showing INSPECcitationsthat were
writtenby theauthor. Usersmightalsowantto specifyfeaturesthatalwaysgiveextra
valueto a documentregardlessof the local context. For example,onemight specify
thatemailsentto acertainlist or articlesfrom certainjournalsaremorevaluablethan
others.

Usershave also requestedthe ability to personalizethe displayof information.For
example,onesubjectin theIR experimentsaidshewishedMargin Noteswould indi-
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catein theannotationif apaperwaswrittenby aresearcherwhowaslocal.Shewould
bemorelikely to readthesecitationsbecauseshewouldknow theauthorwasapoten-
tial collaborator.

7.1.2 Machine Learning
and Maintaining State

The currentJITIR implementationsare stateless:no information is saved between
querieswith the exceptionof Jimminy’s one-minuteincreasein biaswhena feature
changes.Oneuseof statewould beto enableusersto say“never show this document
again.” Similarly, many usershave requesteda configurationwhere,after showing a
suggestiononce,it doesnot show it again for a while. This wasespeciallyrequested
for Margin Notes,wherepeopleoften go back to the sameset of pages.However,
usersalsocommentedthatthey wouldoccasionallygo to aWebpagenot to getinfor-
mationonthepage,but ratherto look atanannotationthatthey rememberedhadbeen
suggestedfor that page.This would not be possibleif the systemonly showed new
annotations, so it should be a configurable option.

Currentlythebiasesfor differentfieldsaresetby handin Savant.Theseweightsare
heuristicsbasedon the designer’s expectations,for exampleit is expectedthat the
body of an email messagewill be four timesasimportantasthe personsendingthe
email.However, suchguessescanbewrong,andcanchangedependingon thepartic-
ular databaseanduser. Much betterwould be to usemachinelearningtechniquesto
adjusttheseweightsautomaticallybasedon userfeedback.Machinelearningcould
alsobeusedto helpdeterminewhich databaseis appropriatefor a givencontext. For
example,thesystemmight learnthata databaseof office memosis usefulwhenever
email is being read from one’s boss.

7.1.3 Continuum of
Control

This researchis concernedwith theproactive displayof information.However, there
is a largecontinuumbetweencontrolby theagentandcontrolby theuser. For exam-
ple,in thehousingessayexperimentseveralsubjectsrequestedtheability to limit arti-
clesreturnedto a specifictime period,or to a certainsectionof thedocument.Some
usercontrol is alreadyavailablein the RA by clicking on the field of a suggestions,
manualfield-searchesandfull-pagequeries,but theadditionof othermanualcontrols
andhintsto thesystemwould bea naturalextension.It would alsobeusefulto attach
theseJITIRs into a full knowledge-managementsystem,suchas Lotus Notes,that
supportscomplex manualbrowsing and searchingof large amountsof data.This
combinationwould allow theuserto easilyfind out muchmoreabouta suggestion’s
subject or context after the JITIR has brought it to her attention.

7.1.4 Community-ware
Extensions

Oneof theusesof all threeimplementedJITIRshasbeento createa form of “group
mind” or groupmemory. For example,theRA usingtheMediaLab emailcorpuscan
bring up pastdiscussionsrelatedto currentissues,evenwhenall theoriginal partici-
pantshavesinceleft thelab. It is alsopossibleto forwardemailto adatabase,whereit
is automaticallyarchivedandindexed.Thesecommunity-wareapplicationscouldbe
furtherextended.For example,thesystemcouldusewhatdocumentswerefollowed
andratedhighly by othermembersof a communityto help setweightsandchoose
databasesfor new users.This helpsalleviate the lack of training datafor machine
learning,discussedabove.Thesystemcouldalsooffer simplesupportfor forwarding
annotations to other users.

Privacy is an importantissuewith thesecommunitywareextensions.First, it mustbe
easyto screenone’s informationbeforeit becomesavailableto a largercommunity. It
shouldalwaysbe obvious who canandcannotaccesspersonalfiles, andthis should
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be easily controllable.Even with thesesafeguardsin placeprivacy is still an issue
becauseJITIRspresentinformationoutsideof its originalcontext. For example,astu-
dentmight take lecturenotesandmake themavailableto herresearchgroup.Thelec-
turer makesassumptionsaboutthe audienceto whom he is speakingandwill leave
certainassumptionsunstateddependingon theaudience’s sophistication.Thestudent
makesfurtherassumptionswhenwriting notes.If a JITIR thenshows thesenotesto
someonewho wasnot theintendedaudiencethatpersoncouldmisinterprettheorigi-
nal statementsbecausethey are being read in a context that was not originally
intended.This could be viewed asa violation of the lecturersprivacy, or at leasthis
right to control the breadth of publication for his words.

A similar problem arises with the reuse of mailing lists, as is discussedin
Chapter5.4.3.3.Whensendingmail thereis theexpectationthatthemail will beread
by thoseon the list. Theremight alsobe theexpectationthat themail is archivedby
individualsonthelist or automatically, andthatpeoplenotonthelist mightsearchthe
archivesif they areinterestedin thelist. However, thereis usuallynot theexpectation
thatsomeonenot on a mailing list might have your emailautomaticallyshown to him
evenwhenheis notbrowsingthearchivesor doesnotknow abouttheexistenceof the
mailing list. Theseissuesall needto beaddressed,probablyby acombinationof tech-
nical and social solutions.

7.1.5 More Sensors for
Jimminy

As mentionedin Chapter2.5, the end-goalis for Jimminy to passively senseall
aspectsof a person’s environmentandusethis sensordatato provide usefulinforma-
tion. Thesystemhasbeenshown with passive sensorsfor locationandpeoplein the
room(via active badges),but thesubjectof conversationis still enteredby hand.The
additionof automaticspeechrecognitionwould go a long way towardsthe goal of
being entirely sensor-based,as would the addition of automaticface-recognition
instead of relying on people wearing active badges.

7.2 ConclusionThis thesishasdefinedJust-In-Time InformationRetrieval agents(JITIRs):a classof
softwareagentsthat proactively presentpotentiallyvaluableinformationbasedon a
person’s local context in an easily accessibleyet non-intrusive manner. Four main
conclusionscanbedrawn from this research.First,JITIRsencouragetheretrieval and
examinationof moreinformationthanwould beretrievedwithout theuseof a JITIR.
Second,theuseof relevanceasanevaluationmetric is moreproblematicfor JITIRs
thanit is for traditionalinformationretrieval, anddoesnot capturethetruevalueof a
JITIR to a user. Third, therearemany ways in which a JITIR canbe valuableto a
user, includingproviding informationthatchangesthetaskbeingperformed,informa-
tion thatsupportsa currenttask,informationthatcontextualizesthecurrentenviron-
ment,andentertainment.Finally, thedesignof aJITIR needsto bestronglyintegrated
with the taskandenvironmentin which it will beused.This integrationshouldbeat
all levels of design,including the informationretrieval algorithmsused,the kind of
information to display for a given task, and the interface for displaying information.

7.2.1EncouragingUseof
More Information

In termsof aneconomicmodelof humanbehavior, peoplewill retrieve informationif
theexpectedbenefitis largerthantheexpectedcostof retrieval. JITIRsincreaseinfor-
mationretrieval by loweringtheeffort requiredto retrieve a document,andby giving
the user an indication of the contentsof a suggestionearly in the interface, thus
increasingthe expectedbenefitof retrieval. JITIRs arenot a replacementfor direct
informationretrieval systemssuchassearchengines,but they arepartial substitutes.
Likesearchengines,JITIRscanprovidebackgroundor supportingmaterialrelatedto
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a current task. JITIRs are also useful for free-form brainstorming,wherea search
engineis notasusefulbecausethereis notaspecifictopic thatcanbeusedasaquery.
SearchenginesaremoreappropriatethanJITIRswhentheanswerto a specificques-
tion is desired.

7.2.2 Utility Versus
Relevance

Traditionalinformationretrieval algorithmsareusuallyevaluatedbasedon relevance
to queriesthat have beenpicked basedon the databasefrom which information is
drawn. Thisevaluationmetricis basedon theassumptionthataqueryis agoodrepre-
sentationof auser’sactualneeds,andthatin normalusethecorpusfrom which infor-
mationis drawn containsdocumentsthat will be usefulto a userin his currenttask.
Neitherof theseassumptionsare true for JITIRs. First, JITIRs automaticallycreate
the queryusedto retrieve information,so thereis no guaranteethat it representsthe
user’s needs.Second,usersdo not explicitly stateandmaynot evenknow their infor-
mationneeds,andthereforecannotberelieduponto specifythecorpusfrom which a
JITIR shoulddraw information.Thismeansthereis noguaranteethatthecorpuscon-
tains any useful information at all.

JITIRs shouldbe evaluatedbasedon utility in a given environmentratherthanrele-
vance.Relevanceandutility maybecorrelated,but thecorrelationis notnecessarilya
strong one. In particular, relevant information might not be useful if it is already
known, if it is low quality, or if theusersimply doesnot needany informationat the
time it was given.

7.2.3 Value of a JITIR Theexperimentsperformedfor this thesisshow thattherearemany waysaJITIR can
be valuable to a user.

First, a JITIR can changethe natureof the task being performed.For example,it
might produceinformationthat lets the userknow that someonehasalreadysolved
theproblemcurrentlybeingdiscussed.JITIRscanalsoprovide answersto questions
beingwritten in email while they arebeingasked,andprovide answersto questions
that would not otherwisebe answeredbecausethe effort requiredto find the answer
would not be worth the benefit.

Second,a JITIR canprovide information that supportsa taskbeingperformed.For
example,the informationmaysupportargumentsbeingmade,or provide a userwith
a quotefrom a primary sourcewhereshewould otherwisehave paraphrasedfrom
memory.

Third, a JITIR canhelpcontextualizethecurrentenvironment.For example,a news-
paperarticlebeingreadcanbecontextualizedin termsof historicaleventsrelatedto
the story. Suchcontextualizationmay not directly help with the currenttask,but it
still gives the user a broader understanding of the environment.

Finally, JITIRscanprovide informationthatis valuableoutsideof thecurrenttask,for
exampleby providing entertainment.In theobviouscase,a JITIR might recommend
jokesor otherwisehumourousdocumentswhentheuseris alreadyreceptive to a dis-
tractionfrom work. Furthermore,theassociationsmadeby a JITIR canbeentertain-
ing in their own right becausethey reveal similarities that were not previously
apparent.For example,a usermight beentertainedto know thatemailsentby a cur-
rent girlfriend is similar to email sent by a previous girlfriend.
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7.2.4 Need For
Integration

JITIRsneedto beintegratedwith thetaskenvironmentat all levelsof design.In par-
ticular, the taskenvironmentshouldinfluencethe choiceof featuresfrom the local
context that areused,the corpusfrom which informationis drawn andthe interface
used to display information.

A JITIR’s information retrieval algorithm needsto usefeaturesfrom a user’s local
context thataregoodindicatorsof thecurrentsituation.For example,thepeopleasso-
ciatedwith aneventmaybevery importantfor a salesmanwho hasoccasionalmeet-
ingswith a largenumberof clients.It is a lessusefulfeaturefor anofficeworkerwho
workswith thesamepeopleevery day, becausethenthepeoplewho attendanevent
arelessindicative of whattheevent is actuallyabout. Individual featuresalsotendto
containnoise,which mustbe removed. For example,email that is beingreadoften
containsheadersandsignaturelinesthathavenothingto dowith whothemail is from
or what it is about.Similarly, webpagescontainHTML markuptagsthatdon’t con-
vey theoverall meaningof a page.Whatconstitutesnoisein a featuredependson the
taskenvironmentin which theJITIR is deployed,andthusthefiltering algorithmused
must be customized for the environment.

Theeffectivenessof a JITIR alsodependson how well thedatabasematcheswith the
user’s taskandenvironment.For example,if auseris trying to decidewhatcell-phone
serviceplanto use,no citationfrom theINSPECdatabasewill beuseful.Pagesfrom
personalemail, theweb,or productreviews from ConsumerReportsaremuchmore
likely to containusefulinformation.On theotherhand,theINSPECdatabasemaybe
very appropriatefor an electricalengineerwho is designinga new kind of cellular
phonesystem.To someextent the databasecanbe chosenbasedon the userof the
system.For example,if a researcheronly usesherword processorto write technical
papers,thena JITIR embeddedin thatword processorcouldalwaysusetheINSPEC
database.However, if shealso usedthe word processorfor writing personalemail
thentheJITIR wouldneedto eitherdeterminewhichdatabaseto useat any particular
time, or at least allow the user to easily change databases.

Finally, the interfacefor a JITIR mustbe designedwith the user’s taskand typical
environmentin mind. First, the modality usedby the JITIR shouldbe chosenso it
doesnot interferewith theuser’sprimarytask.For example,aJITIR usedby astudent
duringlecturesshouldnotusespeech,becauseaudiois alreadybeingusedby thepri-
mary task.On theotherhand,a JITIR intendedfor someonedriving a carmight use
speechbecausethe visual modality is primary in that environment.The designof a
JITIR’s interfacealso should take into accountthe cognitive load and social con-
straintsof a typicaluser. For example,Jimminy tendsto beusedduringconversations,
wheretheuseris underheavy cognitive loadandthereis a socialcostto taking time
to reada suggestion.In this casethe interfaceneedsto presentinformationsuchthat
valuecanbegainedby readingjust a few words.Usersof theRA andMargin Notes
are in lessdemandingenvironmentsboth cognitively andsocially, so they can take
more time to engage the system directly.
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APPENDIX A Controlled
Experiment
Material

This appendix contains the experimental material for the controlled-task (MIT hous-
ing essay)experiment.Identicalconsentforms,pre-tasksurveysanddebriefingswere
given to both groups. The first set of task description and post-task survey was given
to the control group, the second to the experimental group.
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Consent Form

Your participationin thefollowing experimentis completelyvoluntary.You arefreeto withdraw
this consent at any time, for any reason, and to request that any data collected be destroyed. If at
any time you feel uncomfortable, or unsure that you wish your results to be part of the
experiment, you may discontinue your participation with no repercussions.

In a few minutes, you will be asked to compose an essay using the computer. You will be
provided with one or more information tools that you may use or not, at your discretion. Also,
you will be asked to fill in one questionnaire before writing the essay and one after. You are free
to decline to answer any or all questions. The entire experiment should take about an hour. You
will be paid $10 as compensation for your participation.

If at any time you are uncomfortable with what you are being asked to do, you are free to ask
that the experiment be suspended. All information collected during your participation will be
destroyed and your payment will be prorated based on the time you have already spent.

Any responsesthatarecollectedduringtheexperimentwill becompletelyanonymous.Fromthis
point forward, only the ID number that appears on the upper right corner of this packet will be
used to refer to you.

If you have any questions at any point during the experiment, the experimenter will gladly
answer them.

Please read the following and sign on the lines below:

“I, the undersigned, have read and understood the explanations of the following research project
and voluntarily consent to my participation in it. I understand that my responses will remain
confidential and that I may terminate my participation at any time.

In the unlikely event of physical injury resulting from participation in this research, I understand
that medical treatment will be available from the MIT Medical Department, including first aid
emergency treatment and follow-up care as needed, and that my insurance carrier may be billed
for thecostof suchtreatment.However,nocompensationcanbeprovidedfor medicalcareapart
from the foregoing. I further understand that making such medical treatment available; or
providing it, does not imply that such injury is the Investigator's fault. I also understand that by
my participation in this study I am not waiving any of my legal rights.

I understand that I may also contact the Chairman of the Committee on the Use of Humans of
Experimental Subjects, MIT 253-6787, if I feel I have been treated unfairly as a subject.”

Name:__________________________________________________________________

Date:________________

Location: MIT Media Lab
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Pre-task Survey
1. Gender: Male Female

2. Age  ______

3. Is English your native language? Yes No

4. How much do you know about recent changes and controversy regarding MIT
housing (1-7)?
Nothing at all     1    2    3    4    5    6    7 A large amount

5. How much do you care about the issue of MIT housing (1-7)?
None at all     1 2    3    4    5    6    7 A large amount

6. How much experience do you have in writing essays or news articles (1-7)?
No experience     1    2    3    4    5    6    7 Lots of experience

7. How often do you read the MIT Tech?
Never     1    2    3    4    5    6    7 Every issue
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Task description

Pretend you are a guest contributor for the Tech and write an editorial or news article about MIT
housing. The article could cover the Freshmen On Campus decision, graduate housing, new
dormitories, or any other aspect of MIT housing and how it affects student life. The article
should be around a page (about 600-700 words).

You will haveup to 45minutesto completeyourarticle.This is notmeantto rushyou,but rather
to putanupperboundon thedurationof theexperiment.If youcompletethearticlebeforethe45
minutes, get the experimenter and he will continue to the next phase. If you wish, at the end of
the experiment your article will be emailed to and/or printed out so you can have a copy. Your
article will be compared to articles written by others in this experiment based on a number of
criteria.

You shouldhavealreadyreceivedaquick tutorialwith theTechsearchpage.Feelfreeto usethis
tool as much or as little as you wish in writing your article. If you have questions now or during
the experiment please ask the experimenter.
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Post-task Survey
1. How difficult did you find the given article-writing task?

Very Easy 1    2    3    4    5    6    7 Quite difficult

2. How much did you learn about the subject of the article during the
experiment?
None at all     1    2    3    4    5    6    7 A large amount

3. Did you have enough time to adequately complete the task?
Yes No

4. How would you characterize your level of expertise with web-based search
engines (circle one)?

Never used one before today
Occasional user
Regular user
Expert

5. How would you characterize your level of expertise with the Emacs text-
editor (circle one)?

Never used it before today
Occasional user
Regular user
Expert

6. How distracting to your task did you find the search engine (1-7)?
Not distracting     1    2    3    4    5    6    7 Very Distracting

7. How useful did you find the search-engine provided (1-7)?
Not useful     1    2    3    4    5    6    7  Very Useful

8. If you were to perform a similar task, how much would you want to have the
search-engine running and available (1-7)?
Not at all    1    2    3    4    5    6    7 I would definitely want it

9. How often did you find the hits given by the search engine were useful in
their own right, even when you didn't follow them to see the full article
(1-7)?
Never     1    2    3    4    5    6    7 Quite often

10. To what extent did you pay attention to the search engine (1-7)?
Almost no attention     1    2    3    4    5    6    7 Lots of attention

11. When you read an article suggested by the search engine, how often was it
useful to you (1-7)?
Never     1    2    3    4    5    6    7 Quite often
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Task description

Pretend you are a guest contributor for the Tech and write an editorial or news article about MIT
housing. The article could cover the Freshmen On Campus decision, graduate housing, new
dormitories, or any other aspect of MIT housing and how it affects student life. The article
should be around a page (about 600-700 words).

You will haveup to 45minutesto completeyourarticle.This is notmeantto rushyou,but rather
to putanupperboundon thedurationof theexperiment.If youcompletethearticlebeforethe45
minutes, get the experimenter and he will continue to the next phase. If you wish, at the end of
the experiment your article will be emailed to and/or printed out so you can have a copy. Your
article will be compared to articles written by others in this experiment based on a number of
criteria.

You should have already received a quick tutorial with the Tech search page, Emacs RA and
Margin Notes. Feel free to use these tools as much or as little as you wish in writing your article.
If you have questions now or during the experiment please ask the experimenter.
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Post-task Survey
1. How difficult did you find the given article-writing task (1-7)?

Very Easy 1    2    3    4    5    6    7 Quite difficult

2. How much did you learn about the subject of the article during the
experiment (1-7)?
None at all     1    2    3    4    5    6    7 A large amount

3. Did you have enough time to adequately complete the task?
Yes No

4. Please rank the usefulness of the three tools you used, in order from 1-3
(1 being most useful):

Emacs RA:      ______
Margin Notes:  ______
Search Engine: ______

5. How would you characterize your level of expertise with web-based search
engines (circle one)?

Never used one before today
Occasional user
Regular user
Expert

6. How would you characterize your level of expertise with the Emacs text-
editor (circle one)?

Never used it before today
Occasional user
Regular user
Expert

7. How would you characterize your level of expertise with the Emacs RA
(circle one)?

Never used it before today
Occasional user
Regular user
Expert

8. How would you characterize your level of expertise with Margin Notes
(circle one)?

Never used it before today
Occasional user
Regular user
Expert
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9. How distracting to your task did you find the search engine (1-7)?
Not distracting     1    2    3    4    5    6    7 Very Distracting

10. How distracting to your task did you find the Emacs RA (1-7)?
Not distracting     1    2    3    4    5    6    7 Very Distracting

11. How distracting to your task did you find Margin Notes (1-7)?
Not distracting     1    2    3    4    5    6    7 Very Distracting

12. How useful did you find the search-engine (1-7)?
Not useful     1    2    3    4    5    6    7  Very Useful

13. How useful did you find the Emacs RA (1-7)?
Not useful     1    2    3    4    5    6    7  Very Useful

14. How useful did you find Margin Notes (1-7)?
Not useful     1    2    3    4    5    6    7  Very Useful

15. If you were to perform a similar task, how much would you want to have the
search-engine running and available (1-7)?
Not at all    1    2    3    4    5    6    7 I would definitely want it

16. If you were to perform a similar task, how much would you want to have the
Emacs RA running and available (1-7)?
Not at all     1    2    3    4    5    6    7 I would definitely want it

17. If you were to perform a similar task, how much would you want to have
Margin Notes running and available (1-7)?
Not at all    1    2    3    4    5    6    7 I would definitely want it

18. How often did you find the hits given by the search engine were useful in
their own right, even when you didn't follow them to see the full article
(1-7)?
Never     1    2    3    4    5    6    7 Quite often

19. How often did you find the suggestions given by the Emacs RA were useful in
their own right, even when you didn't follow them to see the full article
(1-7)?
Never     1    2    3    4    5    6    7 Quite often

20. How often did you find the suggestions given by Margin Notes were useful in
their own right, even when you didn't follow them to see the full article
(1-7)?
Never     1    2    3    4    5    6    7 Quite often

21. To what extent did you pay attention to the search engine (1-7)?
Almost no attention     1    2    3    4    5    6    7 Lots of attention
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22. To what extent did you pay attention to the suggestions given by the Emacs
RA (1-7)?
Almost no attention     1    2    3    4    5    6    7 Lots of attention

23. To what extent did you pay attention to the suggestions given by Margin
Notes (1-7)?
Almost no attention     1    2    3    4    5    6    7 Lots of attention

24. When you read an article suggested by the search engine, how often was it
useful to you (1-7)?
Never     1    2    3    4    5    6    7 Quite often

25. When you read an article suggested by the Emacs RA, how often was it useful
to you (1-7)?
Never     1    2    3    4    5    6    7 Quite often

26. When you read an article suggested by Margin Notes, how often was it useful
to you (1-7)?
Never     1    2    3    4    5    6    7 Quite often
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Debriefing Statement

The experiment you just participated in was designed to test the Remembrance Agent (RA), a
query-free information system that automatically suggests documents that might be relevant to
text a person is writing using a word processor or reading on the web. Half the subjects in this
experiment were provided with a remembrance agent as well as a search engine while writing
their essay. The other half were only provided with the search engine.

We are trying to discover whether using the RA encourages searching for more information and
the use of more detailed information than standard search engines. We will be examining how
many specific facts are mentioned or referenced in the essays from both groups, and will also be
lookingathowmanynewspaperarticlesareretrievedandreadusingthesearchengineandusing
the RA. A log has been kept of search terms used, time-stamps of queries, and particular news
articles that were read using both systems. This information will be used to determine how
remembrance agents might be designed and used in future applications, and to evaluate the
concept of query-free information retrieval.

If at any time, now or later, you experience any ill effects (either mental or physical) as a result
of your participation in this experiment, please do not hesitate to tell the experimenter, or call
253-9601 and ask for Brad.

Feel free to ask any questions about the experiment at this time.

Your help has been greatly appreciated, and will aid the Media Lab understanding how
remembrance agents might be designed and applied in different environments.

If you would like to use the RA it is available from:
http://www.media.mit.edu/~rhodes/RA/
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